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The procedure proposed by I. E. Segal for the quantization of nonlinear problems of field theory 
is here applied to the one-dimensional oscillator. It is shown that for the linear oscillator Segal's pro­
cedure is equivalent to the canonical procedure, but that for the nonlinear oscillator the two pro­
cedures lead to quite different results. The differences are reflected in the equations of motion, the 
energy spectra, and the scattering cross sections. 

INTRODUCTION 

A QUANTIZATION procedure has been pro­
posed by 1. E. Segal for use in nonlinear 

problems in quantum field theory.l For such prob­
lems the conventional quantization procedure breaks 
down, and Segal's procedure appears to hold out 
hope for a rigorous alternative. Roughly speaking,; 
the conventional procedure tries to quantize the 
canonical coordinates of the system, and then solve 
the (quantized) equations of motion, while Segal's 
procedure sets out to solve the (classical) equations 
of motion and then quantize the solutions. Since 
neither procedure has yet been successfully carried 
through for any nontrivial problem in field theory, 
a comparison of methods and results must wait 
upon a good deal of unfinished work. 

It is quite possible, however, to make a comparison 
for problems involving only a finite number of 
particles. For such problems, both procedures are 
rigorously defined and amenable to calculation. We 
consider here a class of problems arising from the 
motion of a single particle moving along a single 
axis under the influence of an arbitrary potential. 
We show that in all cases where the equations of 
motion are linear the two quantization procedures 

* Operated with support from the U. S. Army, Navy, 
and Air Force. 

1 I. E. Segal, J. Math. Phys. 2, 468 (1960); 5, 269 (1964). 

are, apart from multiplicities, unitarily equivalent. 
In certain nonlinear cases, however, the two pro­
cedures are quite different, and lead to different 
results. Our methods extend readily to problems 
involving several particles moving in three dimen­
sions, though the calculations are correspondingly 
more complicated. 

1. CLASSICAL MECHANICS 

We consider a single point particle of unit mass 
moving along a single axis under the influence of 
a potential V. The position coordinate for this 
system we denote by q, the momentum coordinate 
by p; they form the fundamental canonically 
conjugate coordinates of the system. The Hamil­
tonian of the system is then 

H = !p2 + V(q). (1.1) 

Note that for a free particle V(q) == 0, while for a 
harmonic-oscillator particle, V(q) = !q2. 

The equations of motion become 

dq/dt = {H, q) = p, 
(1.2) 

dp/dt = {H, p) = - V'(q) , 

where { , ) denotes the Poisson bracket. These equa­
tions imply 

(1.3) 
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The invariant 2-form for this system is just 

n = dp dq, (1.4) 

which is already an invariant volume element on E 2• 

Thus the motion in time generated by (1.2) is 
a one-parameter group of mappings T(t) of E2 onto 
itself which preserve the volume element. 

This motion induces a one-parameter group of 
mappings Wet) of £2(E2 ) onto itself. Indeed, if f(x) 
is any function in £2(E2), where x = (p, q), then 

[W(t)fl(x) = f(T(t)x). (1.5) 

Since T(t) preserves volume, it follows that W(t) 
preserves norms, and hence must have the form 

Wet) = exp (iXt) (1.6) 

for some self-adjoint generator X on £2(E2). 
To determine X, recall that if f is any differenti­

able function of p and q, then the behavior in time 
of f as p and q move is given by 

dfldt = {H, fl 

Hence the motion is determined by the one-param­
eter family U(t) = exp (iHt) via 

Q(t) = U(t)QU(t)-l, pet) = U(t)PU(tf l . 

In particular, it follows from (2.4) that 

or 

dQ/dt = P, dP/dt = - V'(Q) , 

3. SEGAL'S QUANTIZATION PROCEDURE 

Segal defines the operators 

1 a 
R = 2i ap + q, 

1 a 
R' = ---;- + p 

2~ aq 

acting on £2(E2). He then shows that 

[R, R'] = -if. 

(2.5) 

(2.6) 

(2.7) 

(3.1) 

(3.2) 

He then requires that the behavior in time of the 
operators Rand R' be induced by the underlying 
motion T(t) of E 2 • This amounts to requiring 

= aH af _ aH af 
ap aq aq ap 

(1.7) R(t) = W(t)RW(tf 1
, R'(t) = W(t)R'WCtf 1

, (3.3) 

with Wet) given by (1.5). These equations imply 
= iXf, 

where 

X = .! (aH ~ _ aH ~) 
i ap aq aq ap 

= ~ (p ~ - V'(q)~). 
~ aq ap 

It follows that (1.8) is the generator of (1.6). 

2. THE CONVENTIONAL QUANTIZATION 
PROCEDURE 

(1.8) 

In the conventional procedure, we "replace" q 
by Q and p by P, where Q and P are self-adjoint 
operators on £2(E1), defined by 

Q = q (i.e., multiplication by q), (2.1) 

P = (l/i) a/aq. 

These operators satisfy the commutation relations 

[P, Q] = -if. (2.2) 

The Hamiltonian becomes 

H = !P + V(Q) , (2.3) 

where V(Q) is the operation of multiplication by 
V(q). The equations of motion (1.2) are "replaced" by 

dQ/dt = i[H, QJ, dP/dt = i[H, Pl. (2.4) 

dR/dt = i[X, R], dR' /dt = i[X, R'J. (3.4) 

A glance at (1.8) shows that 

dR 1 a ---;- + p = R' dt - 2t aq , 
(3.5) 

dR' 1 a 
dt - - V"(q) 2i ap - V'(q). 

Now consider cases. If V(q) = e (constant), we get 
dR' /dt = o. If V(q) = eq, we have dR' /dt = ef. If 
V(q) = el, we find dR'/dt = -(e/i)(a/ap) -
2eq = -2eR. In each of these cases, the operator 
R(t) satisfies the equation 

(d2/dt 2)R(t) = - V' [R(t)], (3.6) 

which corresponds to (2.7). Now it can be shown 
that any pair of operators which satisfy the com­
mutation relations (3.2) and the (linear) equations 
of motion (3.6) are, apart from multiplicities, 
unitarily equivalent with the pair P, Q of Sec. 2. 
Indeed, Segal has shown2 that in these cases the 
operators Rand R' can be represented as acting 
on certain holomorphic functions on the complex 
plane, and the equivalence of this representation 
with the conventional one of Sec. 2 follows easily 
from its properties. 

21. E. Segal, Can. J. Math. 13, 1 (1961). 
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Now consider the nonlinear cases. When the 
potential function V(q) contains terms of power 
higher than quadratic in q, then the equations of 
motion (1.2) are no longer linear. In this case (3.5) 
does not reduce to (3.6). To see this in detail, 
consider the case V(q) = !q2 + iq\ which cor­
responds to the Thirring model in field theory. 
Equation (3.5) gives 

dR' (3q2 + 1) ~ _ ( 3 +) (3.7) 
dt - 2i ap q q , 

while (3.6) requires 

d~' _ - R - R3 = - (~i a~ + q) - (~i :p + q r 
1 a (1 a )3 (1 a )2 

- 2i ap - q - 2i ap - 3 2i ap q 

(
1 a) 2 3 

- 3 2i ap q - q . (3.8) 

Now (3.7) and (3.8) differ by 

(1 a)3 (1 a)2 
.6. = 2i ap + 3 2i ap q, (3.9) 

and this difference cannot vanish on any function 
in £2(E2). 

We must conclude in this case that the pairs 
R, R', and P, Q are not unitarily equivalent via 
the same unitary operator for all times t. Pre­
sumably this is true for all the nonlinear cases, but 
the possibility of a coincidental equivalence has not 
been ruled out. It would be interesting to see just 
what the relation is between R, R' and P, Q in 
the nonlinear cases. Does a knowledge of R, R' 
determine P, Q? 

4. A COMPARISON OF THE HAMILTONIANS 

It is conceivable that, even though Segal's op­
erators R, R' fail to satisfy the equations of motion, 
perhaps the Hamiltonian operator X which generates 
the motion in time in his formulation is equivalent 
with the Hamiltonian operator H which generates 
the motion in time in the conventional formulation. 
Of course this is true for the linear problems where 
the two formulations are equivalent. We shall show 
here that it is no longer true for a large class of 
nonlinear problems, by computing the spectra of 
both X and H and showing that the spectrum of X 
is (apart from 0) continuous, whereas the spectrum 
of H is discrete. 

We shall consider the class of problems for which 
the potential function V(q) is twice differentiable 
and satisfies 

V(O) = 0, V(q) > 0 if q > 0, (4.1) 

V( - q) = V(q) , (4.2) 

V"(q) > O. (4.3) 

It is known that under these conditions the solu­
tions of the classical equations of motion (1.3) are 
all periodic, and that their orbits in the p-q plane 
are smooth and symmetric about both the x and 
y axes. Moreover, since H(p, q) is a constant of the 
motion, the orbits are determined by the equation 

H(p, q) = !p2 + V(q) = const. (4.4) 

We shall label each orbit by its (unique) q inter­
cept. In terms of this label, the energy of the orbit 
with q intercept a is H(O, a) = V(a). 

The period of this orbit we determine as follows: 
From 

H(p, q) = !p2 + V(q) = V(a) (4.5) 

we get 

dq/dt = p = V2 [V(a) - V(q)]t (4.6) 

or 

dt = !V2 {dq/[V(a) - V(q)]t}. (4.7) 

Hence the time required to transverse the orbit 
once is just 

4V21Q dq 
rea) = -2- 0 [V(a) - V(q)]t· (4.8) 

Similarly, the area enclosed by this orbit is 

A(a) = 4 { pdq 

= 4V2 { [V(a) - V(q)]l dq. (4.9) 

The dependence of the area on the intercept param­
eter a is illuminated by 

dA 4V21Q V'(a) dq , 
da = -2- 0 [V(a) _ V(q)]i = r(a) V (a). (4.10) 

We now introduce a new coordinate system (a, cp) 
into the p-q plane by assigning to each point (p, q) 
the coordinates (a, cp), where a is the q intercept 
of the (unique) orbit passing through (p, q), and 
cp is 27r/r(a) times the length of time it takes a 
point to reach (p, q) starting from (0, a). This new 
coordinate system may be thought of as a sort of 
generalized polar system, in which the lines of 
constant a are the orbits, and the lines of constant cp 
are those passing through fixed fractions of the 
periods. The action of the motion T(t) upon these 
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coordinates is simply 

T(t)(a, rp) = [a, rp + 2?rt/T(a)]. (4.11) 

Now we consider the subspace x.. of :fe = £2(E2) 
consisting of all those square-integrable functions 
of the special form 

tea, rp) = g(a)e intp
• (4.12) 

The action of the group wet) induced by the motion 
upon these functions is 

(W(t)f)(a, rp) = g(a)e i
,,(tp+2rll«a)1. (4.13) 

Hence the subspace :fen remains invariant under 
Wet), and on :fen, Wet) acts by multiplication by 
exp [2nrit/T(a)]. Since Wet) = em, it follows that 
:fe.. remains invariant under X, and on :fenX acts 
by mUltiplication by 2n1l"/T(a). Hence the spectrum 
of X must include all numbers of the form 2n1l"/T(a). 

Since X must be self-adjoint, we know that the 
x.. are mutually orthogonal subspace of :fe. We now 
show that the :fen actually span :fe, so that no other 
subspaces contribute to the spectrum of X. 

For this purpose we split V(q) into two parts, 

V(q) = Vo(q) + V1(q) , (4.14) 
where 

(4.15) 

and 
V1(q) = V(q) - Vo(q). (4.16) 

We now consider the linear problem whose Hamil­
tonian function is 

Ho(P, q) = !1l + Vo(q) = !(P2 + q2). (4.17) 

AIl of the preceding analysis applies, of course, to 
this problem as well, but now the orbits are simply 
concentric circles. In this case it is well-known that 
the subspaces :fe~ together span :fe. 

We now proceed to define a nonsingular mapping 
M of the plane onto itself which carries the orbits 
of the linear problem onto orbits of the nonlinear 
problem. If per, 0) is any point of the plane described 
in ordinary polar coordinates, then we set 

M: per, 0) --+ pea, rp), (4.18) 

where pea, rp) is the image point described in 
generalized polar coordinates with 

a = r}. 
rp = 0 

(4.19) 

M is obviously one-one, invertible, and bicontinuous. 
Its Jacobian J may be obtained as follows: An area 
element enclosed by the increments dr and dO is 

just dAo = dO/211" X 211"T dr, where 211"T dr is the 
area enclosed in the annulus of width dr. This area 
increment is mapped by M into an area increment 
of the form drp/211" X (dA/da)da, where (dA/da)da is 
the area enclosed in the annular region between 
nearby orbits whose q intercepts differ by da. Here 
we have used the fact that the fraction of the 
annular area swept out by an increment drp in rp 
is just (drp/211") times the total annular area, which 
follows from the invariance of area under the motion. 
Combining these observations, we find that the 
Jacobian of M is given by 

J(r 0) = dA = r(r) V',(r) = r(r) V'er) . (4.20) 
, dAo ToCr) Vo(r) 211"T 

We see that under our hypotheses the Jacobian 
vanishes nowhere except perhaps at the origin. 
A similar result holds, of course, for the inverse 
M-1 of M, with Jacobian J(a, rp) = 211"a/T(a)V'(a). 

In terms of M we define a unitary mapping W 
of :fe onto itself via 

(4.21) 

It is easy to check that W is unitary. Moreover, 
W carries the invariant subspaces :fe~ of the linear 
problem onto the corresponding invariant subspaces 
:fen of the nonlinear problem. Since the subspaces 
:fe~ span :fe, we conclude that the subspaces x.. 
also span :fe. 

It is worth noting that we have established here 
a sort of completeness relation for the class of 
nonlinear problems under consideration which re­
duces to the well-known Parseval relation for the 
linear case. 

We have shown that the spectrum of X on :fe 
consists precisely of all numbers of the form 2n1l" / T( a). 
It is easy to see that, if 2n1l"/T(a) is constant on any 
set of positive measure on the q axis, then that 
constant lies in the point spectrum of X, with 
infinite multiplicity; all other numbers of this form 
must lie in the continuous spectrum. When n = 0 
we obviously get the number 0 in the point spectrum. 
For other values of n the situation depends on the 
function rea). 

In the linear case rea) ;=: const and the spectrum 
of X is discrete. Conversely, a recent paper of 
Levin and Schatz3 shows that, if rea) is constant 
in any interval 0 < a < A under our hypothesis, 
then the problem must be linear. In the nonlinear 
case the work of Loud' shows that if we assume 

3 J. J. Levin and S. S. Schatz, "Nonlinear Oscillations of 
Fixed Period," J. Math. Anal. Appl. (to be Rublished). 

• W. S. Loud, Mem. Am. Math. Soc. 31 (1959). 
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V""(q) > 0, then we have -r'Ca) < 0 for all a > 0, 
so that -rea) decreases monotomically as a --+ co. 

In the particular case that V(q) = !q2 + iq·, this 
conclusion can be verified directly, as follows. 

= 4 LO (a2 
- x2fl(1 + a

2 

~ x2tl dx 

= 4(1 + a2)-1 1° (a2 
- x2)-t dx 

1
G 

[( a
2 + X2)-i + 4 0 1 + 2 

- (1 + a2)-t Jca2 
- x2)-1 dx, (4.22) 

or 

-rea) = 211-(1 + a2)-t + 4 LG 

[(1 + a
2 

~ x
2

)-t 

- (1 + a2)-tJca2 
- x2fi dx. (4.23) 

Thus we see that 

a --+ 0, 
(4.24) 

Now the integrand in the second term in (4.23) 
vanishes as x --+ a. Hence 

-r'(a) = -11"(1 + a2)-f 

+ 410 :a {[1 + !(a21a;2~t~2)t (1 + a
2)-l (4.25) 

Now 

.i. {[I + !(a2 + x2
)rt - (1 + a2)-t} 

iJa (a2 
_ x2)! 

{
[I + !(a

2 + x2
) rt - (1 + a2ft} 

= -a (a2 _ x2)f 

{
[I + !(a2 + x2)ri - (1 + a2)-t} 

- a (a2 _ x2)i , (4.26) 

which is < 0 for all 0 < x < a. Hence -r'Ca) < 0 
for all a > 0, and the periods of different orbits 
are different. 

The corresponding problem in the conventional 
formulation requires that we determine the spectrum 
of the operator H = !P2 + V(Q) acting on £2(E1). 

Here H is a second-order self-adjoint differential 
operator acting on the twice-differentiable functions 
in £2(E1), and we are dealing with a singular form 
of the Sturm-Liouville problem. Our hypotheses on 

V(q) imply that the operator H is in the limit-point 
case at + co and - co ,

6 and admits a complete set 
of eigenfunctions in £2(E1). The spectrum of H is 
therefore always discrete, and consists of an increas­
ing sequence of positive eigenvalues, each of multi­
plicity one. Under these circumstances, no part 
of H can be unitarily equivalent with any part of X. 

5. A COMPARISON OF SCATTERING OPERATORS 

It is also conceivable that, even though the 
Hamiltonians in the two formulations are not 
equivalent, perhaps the associated scattering op­
erators are. Since all physically interesting properties 
of a system are reflected in the scattering operator 
as defined in the conventional formulation, an 
equivalence of scattering operators would be enough 
to validate Segal's procedure. We shall show here, 
however, that for a large class of scattering problems 
the two scattering operators cannot be equivalent, 
again by computing their spectra and showing that 
they are quite distinct. 

We shall consider here the class of problems for 
which the potential function V(q) is twice dif­
ferentiable and satisfies 

V(q) ~ 0; V(q) = 0 if iqi > 1, 

V(q) = V( -q), 

qV'(q) ~ 0 if q;c O. 

(5.1) 

(5.2) 

(5.3) 

It is known that under these conditions the orbits 
of the classical equations of motion (1.3) are smooth 
and symmetric about both the p and q axes in the 
p-q plane, and that they run parallel to the q axes 
when iqi > 1. Again, these orbits are determined 
by (4.4). 

To compute the scattering operator in Segal's 
formulation for a system with a potential of this 
type, we must compare it with the reference system 
obtained by setting the potential equal to zero. 
The orbits of the actual system coincide with the 
orbits of the reference system in the region iqi > 1, 
and the scattering operator essentially measures the 
difference in position of a point traversing the 
actual orbit through the region Iql < 1 and a point 
starting from the same position and traversing the 
corresponding reference orbit through the same 
region. 

To be precise, we denote by T(t) the group of 
mappings of the p-q plane onto itself determined 
by the development in time of the actual system, 

6 E. A. Coddington and N. Levinson, Theory of Ordinary 
Differential Equations (McGraw-Hill Book Company, Inc., 
New York, 1955), Chap. 9. 



                                                                                                                                    

706 REESE T. PROSSER 

and by To(t) the corresponding group of mappings 
determined by the development of the reference 
system. We then form the combination 

M(s, t) = To( -s)T(s - t)To(t). (5.4) 

If s is large and positive and t is large and negative, 
then M(s, t) moves a point backwards along a 
reference orbit for a time (-t), then forwards along 
an actual orbit for a time (s - t), and then backwards 
along a reference orbit for a time (s). Since the 
actual and reference orbits coincide for /q/ >. 1, 
it is clear that the effect of this mapping on given 
point is independent of sand t if sand t are large 
enough. It follows that the limit 

M = lim lim M(s, t) (5.5) 

exists, and determines a well-defined mapping of 
the p-q plane onto itself which preserves the in­
variant measure. Hence the mapping Z induced 
by M on £2(E2), 

on points of the form (p, -1), with p > O. For such 
points we have 

M(p, -1) = M(s, I)(P, -1), I«O«s, (5.12) 

= To( -s)T(s)(p , -1), 0« s, 

since the combination T( -t)To(t) reduces to the 
identity for all points of the form (p, -1), whenever 
t < O. 

The effect of To(-s)T(s) on (p, -1) depends on 
the value of p. If !p2 > V(O), then the actual 
orbit containing (p, -1) as determined by (4.4) 
lies above the q axis, and we find that 

To(-s)T(s)(P, -1) = To(-a)T(u)(p, -1), (5.13) 

where u is chosen so that T(a)(p, -1) = (p, +1). 
This value of u is easily computed from the formula 
(4.7), 

V2 f+1 dq 
a = -2- -1 [!p2 - V(q)jI" (5.14) 

(Zf)(p, q) = f[M- 1(p, q)], 

is unitary. Moreover, it is easy to verify that 

(5.6) Thus we have for p > 0 and !p2 > V(O), 

M(p, -1) = To( - u)T(u)(P, -1) 

Z = lim lim Woe -s)W(s - t)Wo(t) , (5.7) 

where Wo(t) and Wet) are the unitary operators 
induced on £2(E2 ) by To(t) and T(t), respectively, 
and the limits are taken in the sense of strong 
convergence. From (5.7) we conclude that Z is the 
scattering operator of the system as defined in 
Segal's formulation, and from (5.6) we see that Z 
is determined by the mapping M. 

To determine M we argue as follows : We first 
observe that, for all s, t, and t', 

To(t')M(s, t) = M(s - t', t - t')To(t') , 

from which it follows that 

To(t')M = MTo(t') , 

or 

(5.8) 

(5.9) 

To(t')MTo( -I') = M. (5.10) 

Hence given any point (p, q) in E 2, the effect of M 
on (p, q) can be computed by first applying To( -t'), 
then M, and then To(t'). Now To( -t') moves every 
point parallel to the q axis with a velocity p. By 
a suitable choice of t' we can arrange it so that 

To(-t')(P,q)={(P,-I) if p>O, (5.11) 

(p, +1) if p < O. 

Hence it is sufficient to determine the effect of M 

= To( -u)(P, + 1) 

= (p, 1 - up). (5.15) 

Similarly, if p > 0 and !p2 < V(O), then the actual 
orbit containing (p, -1) lies to the left of the 
p axis, and we have 

M(p, -1) = To( -u)T(u)(P, -1) 

= To(-u)(-p, -1) 

= (-p,-I+up), (5.16) 

wherenowu is chosen so that T(u)(p, -1) = (-p, -1): 

(5.17) 

Here a is the q intercept of the actual orbit. For 
p < 0 we make use of the symmetry about the 
q axis to obtain the same results. 

In summary, we find that the effect of M on 
(p, q), with p > 0 and q = -1 + pt', is given by 

M(p, q) 

= M(p, -1 + pt') 

= To(t')MTo(-t')(p, -1 + pt') 

= To(t')M(P, -1); (5.18) 

{
To(t')(P, 1 - up), 

= To(t') ( -p, -1 + up), 

if !p2 > V(O) , 

if !p2 < V(O); 
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{(P, -1 + pt' + 2 - up), if ~l > V(O) , 

= (-p, 1 - pt' - 2 + up), if tp2 < YeO); 

{(P, q + 2 - up), if tp2 > V(O) , 

= (-p, -q - 2 + up), if !p2 < yeO); 

From (5.18) it is easy to compute the spectrum 
of the scattering operator Z. For this purpose we 
define a unitary transformation G on £2(E2) as 
follows: 

(Gf)(p, k) 

= {(2r)-' i~~ ,"'!(P. q) dq, 

(2'lIr! Loo ei.kf( -p, - q) dq, tp2 < YeO). 

(5.19) 

A straightforward computation then shows that 

GZG-1f(P, k) = ei(2-~p)kf(P, k). (5.20) 

Hence Z is unitarily equivalent with the operation 
of multiplication by the function ei(2-~p)k. The 
spectrum of Z is therefore identical with the range 
of this function as (p, k) varies over E 2• In fact, 
for fixed p, the range of ei(2-~P)\ as k varies over E, 
is the whole unit circle. In this sense the phase 
shifts associated with a fixed energy in the reference 
system include all possible values from - co to + co • 

In the conventional formulation, the scattering 
operator is defined as the strong limit 

S = lim lim Uo( -s)U(s, t)Uo(t), (5.21) 

where Uo(t) = exp (iHot) and U(t) = exp (iHt) , 
with Ho = !p2 and H = !p2 + V(Q). It is known 
that S commutes with H o, and hence with P. Now 

under our hypothesis, P generates a maximal 
commutative set of operators, and so S is expressible 
as a function of P. If F denotes the ordinary Fourier 
transform on £2(E1), 

(Ff)(P) = (2'lIr! i:oo 
eiP'f(q) dq, (5.22) 

then FPp-lf(p) = pf(p), FQF-1f(p) = (l/i) (i1/i1p)f(p) , 

and 

F SF-1f(P) = e2i6 (p)f(P) , (5.23) 

where the phase shift o(p) is a single-valued function 
of p satisfying o(-p) = o(p). In particular, the 
phase shift associated with a fixed energy in the 
reference system is determined uniquely by the 
potential. A more detailed analysis, which we shall 
forego here, shows that 0 ::; o(p) ::; h, so that the 
spectrum of S consists of the upper half of the 
unit circle. Under these circumstances the scattering 
operators cannot be equivalent under any unitary 
operator which preserves the energies of the reference 
systems. 

6. CONCLUSIONS 

We have shown here that, for a large class of 
one-dimensional problems, the quantization pro­
cedure proposed by 1. E. Segal, if taken literally, 
does not reduce to the conventional procedure, 
either in the equations of motion, or in the Hamil­
tonians, or in the scattering operators. The precise 
connection between the two procedures remains 
obscure. Nevertheless, the possible role of Segal's 
procedure in a divergenceless reformulation of the 
foundations of quantum field theory has not been 
ruled out, and further study of its possibilities 
seems worthwhile. 
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This paper establishes rigorously the validity of Dyson's perturbation expansion for the MI611er 
wave operators under suitable restrictive assumptions on the interaction potential. 

INTRODUCTION 

LET Ho and H = Ho + Vbe self-adjoint operators 
defined on a common dense domain 5) in a 

Hilbert space X. What conditions on Ho and V 
guarantee that Ho and H are unitarily equivalent? 

This question has commanded a considerable 
interest in recent times because of its applications 
in scattering theory, and partial results have been 
obtained by sundry methods.1

-
7 In a fundamental 

paper on quantum electrodynamics, F. J. Dyson 
proposed a formal procedure for defining in terms 
of Ho and V a unitary operator which implements 
the equivalence between H 0 and H. This procedure 
is based on Volterra's concept of the product integral 
which may be expanded in a formal perturbation 
series. 

As far as I know, no attempt has been made 
to determine conditions on H 0 and V which render 
Dyson's procedure valid or ensure that the perturba­
tion series converges. This paper establishes the 
validity of Dyson's procedure under rather stringent 
conditions, which nonetheless are sufficient to 
include some of the known results mentioned above. 
These conditions are not best possible; they are 
presented here to indicate the course of future 
developments rather than to encompass them. 

1. THE DYSON EXPANSION 

We shall assume throughout that H 0 is an essen­
tially self-adjoint operator defined on a dense 
domain 5) in a Hilbert space x, and that V is a 
bounded symmetric operator also defined on 5). It is 
known that under these conditions the operator 

H = Ho + V 

• Operated with support from the U. S. Air Force. 
1 J. M. Cook, J. Math. Phys. 36, 82 (1957). 

(1.1) 

2 K. O. Friedrichs, Commun. Pure Appl. Math. 1, 361 
(1948). 

IT. Ikebe, Operators, Arch. Ratl. Mech. Anal. 5, 1 (1960). 
4 T. Kato, Proc. Japan Acad. 33, 260 (1957). 
6 S. T. Kuroda, Nuovo Cimento 12, 431 (1959). 
IS. T. Kuroda, J. Math. Soc. Japan 11 247 (1959). 
7 J. Schwartz, Commun. Pure Appl. Math. 13, 609 (1960). 

is also defined on 5) and is essentially self-adjoint 
there. 8 Hence we may introduce the transition 
operators 

U( t) - -iH •• iH(.-lleiHol s, - e e , (1.2) 

and state in terms of them our principal result: 

Theorem 1.1. Suppose that V may be factored as 
a product AB of bounded operators A and B such 
that for each f in 5) we have 

(1) IIBeiH'<Afll::; K(r) Ilfll, 
where K(r) is independent of f, 

(2) i:'" K(r) dr = (3 < 1. 

Then the transition operators U(s, t) converge strongly 
to unitary operators U(s, ± (Xl) as t -+ ± (Xl, U(± (Xl, t) 
as s -+ ± (Xl, and U(± (Xl, ± (Xl) as s, t -+ ± (Xl. 

Proof: First, observe that, for any f in X and 
any real scalar p, the combination U(s, t)e- iHoP Af 
is strongly differentiable in t, and that 

(d/dt)U(s, t)e- iHOp Af 

= (-'tjU(s, t)e- iHol ABe+iHo(l-p) Af. (1.3) 

The hypotheses imply that the operator on the 
right-hand side of (1.3) is bounded and strongly 
continuous in t. Hence, both sides are strongly 
integrable in t, and it follows that 

U(s, t)e- iHop Af = e- iHop Af 

+ (-i) [ U(s, r)e- iHo< ABe+iHo«-P) Af dr. (1.4) 

The conditions under which (1.4) is obtained 
allow us to iterate this procedure, substituting for 
U(s, t) on the right-hand side of (1.4) its value 
taken from the left. After a single iteration, we get 

8 T. Kato, Trans. Amer. Math. Soc. 70, 195 (1951). 

708 



                                                                                                                                    

PERTURBATION EXPANSION FOR WAVE OPERATORS 709 

U(s, t)e- iHoP AI = e- iHop AI 

X ABeHHo(To-T.J ABe+iHo(T,-p) AI dT2 dTl' (1.5) 

Similarly, after an n-fold iteration, we get 

U(s, t)e- iHoP AI = e- iHop AI 

+ ~ (-~)" t { ... t-, e-iHoT~ABe+iHo("-T~-') 
X AB ... ABe+ iHo (T1-p) AI dT" ..• dTl 

X ABe+iHo(TO+,-TO) AB ••• 

X ABeHHo(r,-p) AI dTn+l .. , dTl' (1.6) 

Now observe that the integrand in the kth term 
is bounded, 

Ile-iH'T~ ABe+iHo(T~-"-') AB •.• ABe+iHo(T,-p) Alii 

~ IIAII K(T" - Tk-I) 

X K(Tk_1 - TH) ... K(TI - p) 11111, (1.7) 

and hence the kth term itself is bounded, 

Ilkth term I I 

~ IIA 111'1' .. ·1' K(Ti - TI_I) ... 
'1'1 1'1:-1 

X K(TI - p) dTJo .• , dTI Ilfll 

~ IIAII i:" i:" ... i:" K(Ti - TI-1) ... 

X K(TI - p) dTJo ... dTI 11I11 

~ IIAII i:" (K * K * ... * K)(Ti - p) dTi I1III 

~ IIAII,8k 11/11. (1.8) 

In the same way, the remainder term is bounded 
by IIAII ,8,,+1 11/11. Note that these bounds are 
independent of sand t. 

From (1.8) it follows that the right-hand side 
of (1.6) without the remainder term converges 
strongly to the left-hand side as n ~ co. Thus we 
may write 

U(s, t)e- iHo, AI = e- iHo , AI 

+ ~ (-t/ { f ... i:-, e-iHOT~ ABeHHo(T.-.. -.J 

X AB ... ABeHHo (T1-P) AI dTj: ..• dTI' (1.9) 

Moreover, the convergence is uniform in both s 
and t. 

It also follows from (1.8) by standard arguments 
that the kth term converges strongly as s ~ ± co 

or as t ~ ± co. It follows from this and the unifonn 
convergence of (1.9) that U(s, t)e- iHop AI converges 
strongly as s ~ ± co or as t ~ ± co, and that the 
limits may be computed term by term in the series 
in (1.9). Moreover, these results hold for any I in crc. 

Now denote by mI the closed linear subspace of 
'H crc spanned by all elements of the form e' oP ABI, 

for any I in crc and any real scalar p. It follows 
from the arguments presented above that U(s, t) 
converges strongly as s ~ ± co or t ~ ± co on 
a dense subset of mI, and hence, by uniform con­
tinuity, on all of mI. Moreover, if I lies in mI, then 
clearly e-iHOTI lies in mI for all real scalars T, and 
so mI completely reduces e-iHoTI for each T, and 
hence mIcompletely reduces Ho. Similarly, if I lies 
in crc, then Vf lies in mI and so mI completely reduces 
V, and on mI\ V = O. 

It follows that mI completely reduces H. On mI 
we have establIshed the existence of the required 
limits, and on mI.L we have shown that V = 0 
and hence that H = Ho. On mI\ then, U(s, t) == I. 
We conclude that the required limits exist on all 
of crc, and are given by the limiting forms of (1.9) 
on mI and by I on mI.L. 

It remains to show that these limits are all 
unitary. We first observe that as strong limits 
of unitary operators they are necessarily isometries. 
It remains to show that their ranges span all of crc. 
For this purpose, consider the adjoint operators 
U(s 0* = U(t, s). Now the arguments that led 
to the expansion (1.9) of U(s, t) apply equally 
well to U(t, s) and yield a similar expansion with 
the roles of sand t interchanged. We conclude in 
the same way that adjoints U(s, t)* = U(t, s) 
converge strongly to isometries as s ~ ± co or 
t ~ ± co. Moreover, these limits must be the adjoints 
of the corresponding limits of the operators U(s, t). 
But if an,operator and its adjoint are both isometries, 
then they must both be unitary. This argument 
concludes our proof. 

The expansion (1.9) may now be rewritten as 

U(s, t)f = I + ~ (~~)k { f ... i:-, e- iHo .. 

X VeiHo(ri-Ti-,) V •• , VeiHoT'1 dTk dTk-1 .•• dTl' 
(1.10) 

We have shown that this expansion converges 
strongly to U(s, t) for any I in crc, and that under 
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our assumptions on V the strong limits of U(s, t) 
as s, t ~ ± ro may be computed from this expansion, 
term by term. 

It is possible to rewrite this expansion in a more 
symmetrical form through the use of time-ordered 
products.

g 
If we define 

and define the time-ordered product 

T{V(T1)V(T2) ... V(Tn)} 

= V(T r(1»)V(T r(2» ... V(Tr(n», 

(1.11) 

(1.12) 

where 11" is any permutation of the integers for 
which TrW;::: T r (2) ;::: ... ;::: Tr(n), then we may 
symmetrize the domain of integration in each term 
of (1.9), and obtain the Dyson expansion9 

ro ( Y f' f' f' U(s, t)f = f + t; ~~ ., , ... , T{ V(Tk) 

(1.13) 

In this form the exponential character of the transi­
tion operators is placed in evidence. 

Corollary 1.2. The limiting operators U(O, ± ro) 

and U(± ro, ± ro) satisfy the following relations: 

U(O, ± ro )Ho = HU(O, ± ro), 

U(± ro , O)H = HoU(± ro , 0), 

(1.14) 

(1.15) 

U(± ro, ± ro )Ho = HoU(± ro, ± ro). (1.16) 

Proof: From (1.2) it follows that for all real 
scalars T we have U(O, t)eiH,r = eiHrU(O, t + T). 
Hence U(O, ± ro )eiH,r = eiHrU(O, ± ro), which 
implies (1.14). Similar computations will establish 
(1.15) and (1.16). 

Theorem 1.1 and its corollary give a precise 
formulation of the existence and unitary properties 
of the wave and scattering operators under the 
restrictive assumptions made on the potential 
operator V. 

2. THE M0LLER EXPANSION 

The computation of the individual terms of the 
Dyson expansion (1.10) is best carried out in terms 
of the eigenfunctions of Ho. This computation leads 
to an alternate form of the Dyson expansion first 
proposed by Mpller. 10 We derive here a precise 
formulation of Mpller's expansion under the same 
assumptions made in the previous section on the 
potential V. 

9 F. J. Dyson, Phys. Rev. 75, 486 (1949). 
10 c. Mpller, Kgl. Danske Videnskab. Selskab. Mat.-Fys. 

Medd. 23, No. 1. (1945). 

We first recall that the unitary operator eiH•1 may 
always be expressed in the form 

eiH" = i:ro 

ei~' dEo(>-'), (2.1) 

where dEo(),,) is the spectral measure associated with 
the generator HO.ll This spectral measure plays the 
role of an eigenfunction expansion for H 0, and may 
be represented in any of the following ways:12 

dEoC),,) 

= lim 21 . [H ~ + . - HI. ] d>-. 
~~o 11"~ 0 - ~'Y/ 0 - X - ~'Y/ 

= l~~; [(Ho _ ~)2 + 712] dX 

= o(Ho - X) dX. (2.2) 

We shall use the form o(Ho - X)dX as a shorthand 
notation for any of the forms in (2.2). 

We now set out to evaluate the Dyson expansion 
(1.10) in terms of the spectral measure (2.2). 
Introducing (2.1) into the left-hand side of (1.10), 
we obtain for the wave operator U(O, t) the form 

U(O, Of = i:'" e-i(H-~)' o(Ho - X)f dX. (2.3) 

Multiplying by Ee'l and integrating from - ro to 0, 
we obtain 

E fro U(O, Ofe" dt 

f
o f+O> 

= E -ro _0> e-i(H-~)' o(Ho - >-.)f dXe,1 dt. (2.4) 

Since the measures o(Ho - X)dA and e'ldt are both 
finite, and the integrand is jointly continuous in X 
and t, the order of integration may be interchanged. 
Thus we obtain 

E fro U(O, t)fe" dt 

f
+O> fO 

= E _0> _0> e-i(H-X+i<lt dt o(Ho - X)f d>-. 

u 
f

+O> . 
= _'" H _ >-. + iE o(Ho - >-.)f d>-.. (2.5) 

If we introduce (2.1) into the right-hand side 
of (1.10), multiply by Ee

d and integrate from - ro 
to 0, we find, after a laborious term-by-term corn-

u M. H. Stone, Linear Transformations in Hilbert Space 
(American Mathematics Society, Providence, Rhode Island, 
1932). 

12 N. Dunford and J. Schwartz, Linear Operators (Inter­
science Publishers, Inc., New York, 1958), Vol. 1. 
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putation, the form 

1
0 1+«> 1 

E _0> U(O, t)le,e dt = 1 + _., Ho _ A + it 

X V Ho _ i~ + it o(Ho - "A)I d"A + ... 

1+'" 1 1 
+ _0> Ho - "A + if V Ho - "A + if V ••. 

X V Ho _ i~ + if o(Ho - "A)t d"A + .... (2.6) 

This form may also be obtained directly from (2.5) 
by expanding the integrand there in powers of V. 

These formulas all hold for all E > 0. Moreover, 
we have shown in Sec. 1 that the right-hand side 
of the expansion (1.10) converges strongly at a rate 
which depends on f, but not on 8 or t. It follows that 
the expansion (2.6) converges strongly at a rate 
which depends on f, but not on f. 

What happens as f ~ O? We recall that, if U(O, t) 
converges strongly as t ~ - co, then E J~", U(O, t)e Et dt 
also converges strongly as f ~ 0, and both expres­
sions converge to the same limit.12 Thus we have 

l,~ e f", U(O, t)feol dt = U(O, - co )f. (2.7) 

Combining (2.7) with (2.5), we see that U(O, - co) 
may be expressed as 

U(O, - co)f 

= lim 1+«' H _ i~ + . o(Ho - A)f d"A. (2.8) 
E-O -0) ~E 

This formula for the wave operator U(O, - co) 
was first proposed by Lippman and Schwinger. I3 

Combining (2.7) with (2.6), and putting V = AB, 
we obtain 

U(O, - co)f = f + lim 1+-> H _ ~ + . 
t-O -(.0 0 2€ 

if ) X AB H A + . o(Ho - "A 1 d"A + ... 
o - %f 

1+'" 1 1 + lim . AB . AB··· 
,~o -00 Ho - "A + 2E Ho - A + ~E 

V, the combination B[l/(Ho - "A + iE)]A converges 
uniformly as e ~ O. In fact, we have 

limB H ~ + . Af 
,~o 0 - '/.E 

= lim i 100 

Be,fH.-).)t Afe-· t dt 
~-o 0 

= i 1'" BeHH,-).)t At dt, (2.10) 

with the convergence guaranteed by the first 
hypothesis of Theorem 1.1. 

We also note that the combination 

[ie/(Ho - "A + ie)]o(Ho - 11.)1 

reduces to o(Ho - 'A)t. This result follows imme­
diately from the properties of the spectral measure 
given in (2.2). 

Combining now (2.9) and (2.10), we finally obtain 
the expansion 

U(O, - co)t 

1+'" 1 
= 1 + _0> Ho _ 'A + iO Vo(Ho - A)f d"A + ... 

1+00 1 1 
+ _., H 0 - A + iO V H 0 A + iO V ... 

X VoCHo - 11.)1 d"A + ... . (2.11) 

This expansion for the wave operator U(O, - co ) 
was first proposed by Mjiiller in Ref. 10. We have 
now established its validity under our assumptions 
on the potential V. 

Similar arguments will also establish the following 
expansions for U(O, + co) and U( + co, - co): 

U(O, + co)f 

1
+., 1 

= f + . Vo(Ho - "A)f dX + ... -., Ho - "A - '/.0 

1+<» 1 1 + V V··· -'" Ho - A - iO Ho - "A - iO 

X Va(Ho - "A)I dX + ... , (2.12) 
'/.E ) X AB H A + . o(Ho - "A f d"A + ... 

o - ~E 
(2.9) U(+ co, - co)f 

Here we have used the fact that the rate of con­
vergence of the expansion (2.6) is independent of 
E to compute the limit, term by term. 

We now observe that, under our assumptions on 

13 B. A. Lippman and J. Schwinger, Phys. Rev. 79, 469 
(1950). 

= f + L:'" 211' a(Ho - "A)V a(Ho - "A)f d"A + '" 

1+'" 1 
+ _a> 2'l1' o(Ho - "A) V Ho _ X + iO V ... 

X V a(H 0 - "A)f d"A + '" . (2.13) 
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3. AN EXAMPLE 

To show that the hypotheses of Theorem 1.1 are 
applicable, we present here a simple example. 

Let JC be L 2(Ea), the space of square-integrable 
functions on E a, and let 5:> be the subspace of all 
functions f E L2 such that \72f exists in a mean­
square sense and lies in L 2• Define H 0 and V on 5:> by 

(Hof)(x) = (- \72f)(x) , 

(Vf)(x) = V(x)f(x) , 
(3.1) 

for all f in 5:>, where Vex) is a real-valued, bounded, 
measurable function subject to conditions described 
below. It is known that under these conditions 
both H 0 and H = H 0 + V are essentially self-adjoint 
in 5:>.8 

Theorem 3.1. Let M = max IIlVllh IIVII",}. Then 
the hypotheses of theorem 1 hold for Ho and Vof (3.1) 
provided that M < i1r. 

We begin with a Lemma describing the un­
perturbed unitary operator eiRo'. 

Lemma 3.2. If fELl and L 2 , then 

(eiH.'f)(x) = (41I"Tft J. exp-i(z-~l''''f(Y) dy. (3.2) 
E. 

Proof: Let us put for a moment t = l' + iE, 
and recall that eiHo'f is defined for all f E L 2, and is 
determined via the Plancherel relations by the 
formula 

(eiHo'f)-(y) = eil~'r(Y), (3.3) 

where r denotes the Fourier transform of f. Taking 
inverse Fourier transforms, we find 

eiHo'f = G, * f, (3.4) 

with G, given by 

G,(x) = (41rt)-te-iZ'/4'. (3.5) 

For E > 0, G,(x) is integrable, and the convolution 
in (3.4) is well-defined. A standard bounded con­
vergence argument in L2 now allows us to take 
limits on both sides of (3.4) as E ~ O. The result 
is (3.2). 

Next we turn to the perturbation V. Defined 

A(x) = W(x)li, (3.6) 

B(x) = sgn Vex) W(x) I'. (3.7) 

Then Vex) = A(x)B(x), A(x) and B(x) are all 
bounded, and M = max {IIAII2 IIBII2' IIAII", IIBII",}· 

Proof of Theorem 3.1: We have factored V as a 
product AB, with A and B given by multiplication 

by A (x) and B(x), respectively. We must now verify 
that conditions (1) and (2) of Theorem 1.1 hold. 
Consider any f E L2 and note that A(x)f(x) E Ll 
and L2 • Hence Lemma 3.2 applies, and 

(eiRo' Af)(x) 

= (411"1')-1 J. e-Hz-ul'/4, A (y)f(y) dy. (3.8) 
E. • 

It follows that eiHo'Af is in both L", and L21 and 

IleiRo
' Afll, ~ IIA II", Ilf112' (3.9a) 

lIeiRo
' Afll", ~ (41rTfJ IIA II, IIf1l2' (3.9b) 

Thus BeiHo' Af is well-defined and in L 2, and 

IIBeiR., Afll, ~ IIBII", IIA II", IIf112' 

IIBe
iHo

' AfII2 ~ (41I"Tfi IIBII2 IIA II, 11/112' 

Combining (3.10a) and (3.1Ob), we obtain 

(3. lOa) 

(3. lOb) 

IIBe
iHo

' Afll, ~ K(7') Ilf112' (3.11) 

where 

K(T) = {M if 11'1 ~ 1/411", 

M(41r7'r t if 11'1 ~ 1/411". 
(3.12) 

In particular, K(T) is independent of f. 
Finally, K(T) is integrable in 1', and 

f
+'" 

_'" K(T) d7' = !(M/1r) < 1 if M < fr. (3.13) 

We have shown that conditions (1) and (2) of 
Theorem 1.1 hold in our example, and this concludes 
the proof of Theorem 3.1. 

Minor changes in proof will show that it is 
enough to assume that VEL" n L", for any p < 3, 
provided that M = max II IV II", IIVII",} < const, 
where the constant now depends on p. 

4. DISCUSSION 

The operators U(O, - CX), U(O, + CX), and 
U( CX), - CX) are interpreted in scattering theory 
as the incoming wave operator, the outgoing wave 
operator, and the scattering operator, respectively.9 
Theorem 1.1 and its corollary give conditions on 
H 0 and V which ensure that these operators are 
mathematically well-defined and are unitary. 
Theorem 3.1 shows that these conditions are 
verifiable in certain simple cases, but they are not 
generally applicable in this form to the scattering 
problems of quantum field theory. The principal 
advantage of Dyson's procedure, of course, is that 
the expansion formulas for the wave and scattering 
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operators involve only e'Hol and V, which are 
relatively easy to evaluate in applications. The 
principal difficulty, on the other hand, is that this 
procedure requires the convergence of the expan­
sions, and hence requires that the perturbation V 
be small. 

It is known, for instance, that in some cases the 
wave operators are well-defined isometries, but are 
not unitary because of the presence of extraneous 
eigenfunctions of the perturbed operator H (Le., 
"bound states"). This situation occurs in our example 
if the perturbation V is everywhere negative and 
sufficiently large. 5 These cases are excluded in 
Theorem 1.1 by the second hypothesis, which re­
quires that the perturbation be small enough so 

that no bound states can occur. In the presence 
of bound states, Dyson's perturbation expansion for 
the wave operators cannot converge strongly on X. 

The idea of splitting the potential V into two 
factors was introduced by J. Schwartz,7 who used 
it to obtain the spectral decomposition for the 
total Hamiltonian H. Our results are equivalent 
to his when the hypotheses of both are satisfied. 
The same idea has been employed by Grossman 
and WU14 to study the analytic properties of the 
matrix elements in the MfIIller expansion. We are 
indebted to the referee for calling their paper14 to 
our attention. 

14 A. Grossman and T. T. Wu, J. Math. Phys. 2, 710 
(1961); 3, 684 (1962). 
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The description of the generalized free field in terms of the Wightman functions is given. The 
necessary and sufficient condition for a field to be a generalized free field is established. 

1. INTRODUCTION 

RECENTLY Greenberg and Liche have shown, 
within the framework of the L.S.Z. formalism, 2 

that a quantum field theoretical model in which 
the truncated Wightman functions vanish beyond 
some order does not contain any interaction, i.e., 
S = 1, Ain(x) = Aout(x). 

Within the framework of the Wightman scheme3 

it is possible to get such a result, namely, that the 
necessary and sufficient condition for a field to be 
a generalized free field is the vanishing of all truncated 
Wightman functions except for the two-point 
function. 

In this paper we give a description of the general­
ized free field in terms of the corresponding Wight­
man functions. This complements the analysis, in 
terms of the field operators, by Greenberg4 and 
others.s 

For simplicity, we shall consider only the theory 
of a single, scalar field. The generalization to the 
case of several fields is straightforward. 

2. POSTULATES AND DEFINITIONS 

We consider the theory which satisfies the follow-
• • 6 
mg aXIOms: 

* Supported by the National Research Council of Canada 
and the World University Service Council of Canada. 

t On leave of absence from the Institute of Theoretical 
Physics, University of Wroclaw, Wroclaw, Poland. 

10. W. Greenberg and A. L. Licht, J. Math. Phys. 4, 
613 (1963). 

2 H. Lehmann, K. Symanzik, and W. Zimmermann, Nuovo 
Cimento 1, 205 (1955); 6, 319 (1957). 
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(1) The manifold of states of the system is rep­
resented by a separable Hilbert space H with 
a positive-definite metric. There exists in H 
a linear, countable and dense set D; jj = H. 

(2) There exists in D the unitary representation 
U(a, A) of the inhomogeneous proper Lorentz 
group such that U(a, A)D C D. 

(3) The spectrum of the translation operators P p, 

defined by U(a, 1) = exp i(Poao - P.a)/ is 
contained in the forward light cone. 

(4) In D there exists a one-dimensional subspace 
{a¥to} which is invariant under U(a, A); ¥to is 
the vacuum state. 

(5) In D the field ACt) is given, i.e., is given an 
operator-valued tempered distribution and 
A(f)D C D and also ACtt = A(f*) is given 
in D. 

(6) The field operator has the transformation 
property on D, 

U(a, A) A (f) U\a, A) = ACt'), 

f'(x) = { f[rl(x - a)] for A E L:(R),8 

f*[A -I(X - a)] for A E L:(R). 

(7) The field operator ACt) is local on D. 
(8) The field A(f) is complete, i.e., each vector 

from D is cyclic with respect to an algebra 
generated by A(t). 

Definition9
: We call a real, scalar, local field ACt) 

the generalized free field if it satisfies the postulates 
(1)-(8) and has the property 

[ACt), A(g)]_ = i LX> p(u) du J d4x d4yf(x) 

X ~(x - y;u)g(y)·ll on D; j, g E s. (1) 

~(x;u) = ~-(x;u) - ~-(-x;u), (2) 
----

7 The signature of the metric is (+ - - -). 
8 The symbol L+ +(R) means the real (R) Lorentz trans­

forma.tion.(L) with p<?sitive ~eterminant (+) and preserving 
the dIrectIOn of the tIme axIS (+) L+-(R) means the trans­
formation which inverts (-) the direction of the time axis. 

• See Ref. 4, Sec. B. 
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~-(X;u) = -(2:t {exp (-ikx) 

X O(ko)oW - u2
) d4k. (3) 

The function ~-(x; u) is a tempered distribution, 
continuous with respect to the parameter u, and 
may be understood as an improper limieo of the 
regularized, according to the Pauli-Villars function 
reg ~-(x; u), when the regularizing masses go to 
infinity.11 The function p( u) is the Kiillen-Lehmann 
measure, about which we assume 

p(u) = o(u - m2
) + u(u), (4) 

where u(u) is nonnegative and vanishes below 
u = (2m)2. That is, we assume that there exists 
a positive lowest mass m in the theory. Then the 
irreducible zero-mass representations of the inhomo­
geneous proper Lorentz group does not occur in H.12 
The spectrum of P" is contained in V;' 13 apart from 
the eigenvalue P = ° corresponding to the vacuum. 

Integration over the parameter u with measure 
p(u) gives again a temperate distribution if u(u) 
does not increase too quickly. 

Without loss of generality we can adopt the 
convention that the vacuum expectation value of 
the field A (f) is zero. 

3. CONDITION UNDER WHICH WIGHTMAN 
FUNCTIONS DESCRIBE A GENERALIZED FREE FIELD 

Theorem. The necessary and sufficient condition 
for the field A (f) to be generalized free field is the 
vanishing of all the truncated Wightman functions 
of this field except for the two-point function 
(Xl' X2),14 which is of the form 

(Xl' x2 )r = i f' p(u) dU~-(XI - X2;U). (5) 

Proof: It follows from the definition of the 
generalized free field and the postulates thaeo 

(Xl) = 0, 

(Xl, X2) = i LV p(u) dU~-(XI - X2; u), 

... x) , .. 
.. 

= I: (Xl' Xi)(X2 , ••• ,Xi-I, Xi+l, ... ,X,,). 
;=2 

10 The limit, in the sense of the distribution theory. 

(6) 

11 N. N. Bogoliubov and D. V. Shirkov, Introduction to 
the Theory of Quantized Fields (Interscience Publishers, Inc., 
New York, 1959), Sec. 16.4. 

12 A. S. Wightman, Nuovo Cimento Supp!. 14, 81 (1959). 
13 V m± is the closure of V m± = {pj±po > 0, p2 > m 2J. 
l( We use the notation 

(fo, A(xI) ... A(xn),po) = (XI, ... , x .. ); 
the letter T stands for the truncated expectation value. 

I~ See Ref. 4, Sec. B. 

Hence, the Wightman functions of such field are 

f
o for n odd, 

(Xl' ... ,x,,) = I: (Xl' Xh) .. , (Xi' Xi) .. , (7) 

l 
i<i 
k<l 

X (Xk, Xl) for n even. 

The general definition of truncated Wightman 
functions for scalar fields isl6 

(Xl' ... ,Xn ) = (XII'" ,xn)r + L (Xl' .. ')r ... 
div 

(n = 1,2, " .), (8) 

where summation goes over all divisions of the set 
(1, '" , n) into several subsets in such a way that 
the order of subscripts within each subset is the 
natural one. The above formulae together with the 
condition that (xlh = (Xl) define the truncated 
Wightman functions for all n. 

The application of this definition to our particular 
case gives 

(XI)r = (Xl) = 0, 

(Xl' X2h = (Xli X2) ~ 0, [see Eq. (6)] 

(Xl' , xn)r + L (Xl' ... ) ... (Xk' "')r = 0 
div 

for n odd, (9) 

div 

for n even, 

where the prime stands for the elimination of all 
divisions which correspond to products of two-point 
functions only. 

From the first condition we deduce that all 
truncated Wightman functions of odd order vanish 
identically. Then the second condition implies that, 
apart from the two-point functions, all functions 
of even order vanish. 

Thus we get the necessary condition for a general­
ized free field 

n ~ 2, 
(10) 

(Xl' x2h = i La p(u) dU~-(XI - X2; u) . 

Sufficiency of these conditions follows directly by 
expressing the Wightman functions in terms of 
truncated vacuum expectation values, [see Eq. (8)], 
which in our case yields (7), and from Greenberg's 
work4 which shows that such Wightman functions 
follow from the definition of the generalized free field. 

16 R. Haag, Phys. Rev. 112,669 (1958). 
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However we would like to give a direct proof of 
the sufficiency condition in terms of the Wightman 
functions only. It may be useful to have the descrip­
tion of the generalized free field in terms of the 
corresponding Wightman functions, and hence, to 
accomplish the analysis of this field as given, in 
terms of fields operators by Greenberg and others. 6.6 

A. Condition that the Wightman Functions 
are Tempered Distributions 

First of all, we must check that the functions 
given by (7) are tempered distributions. For n = 2 
it is clear because ~-(x - Yj u) is a tempered 
distribution,17 which depends continuously on the 
parameter u. That the integral over u with the 
positive measure p(u) be a tempered distribution 
implies that p(u) be a function which has at most 
a polynomial increase. 18 

Our Wightman functions of higher order are 
expressed as the products of distributions (x, Y> 
and, as such, may not, in general, be distributions. 
However, it was shown by Bogoliubovl9 that it is 
possible to determine the product of distributions 
~-(Xj u) as the improper limit of the corresponding 
product of regularized functions reg ~-(Xj u) in the 
limit of the regularizing masses M; going to infinity. 
As the result of such a procedure we obtain the 
tempered distribution again. 

This procedure works because we only multiply 
distributions which have a given sign of the fre­
quency (in our case only negative frequencies are 
present). A product of distributions ~±(Xj u), with 
mixed frequencies, may not be a distribution at allj 
in this case we used to say that the product contained 
divergences.2o 

B. Lorentz Invariance Condition 
The distribution ~-(Xj u) has the elementary 

property 

A-(Axj u) = { A-(xj u) for A E L!(?l), (11) 

-~*-(Xju) for A E L;(R). 

Using the definition of the higher-order Wightman 
functions we obtain 

(Axl + a, ... , Axn + a) 

= {(XI' .•. , xn) 

(XI' '" ,xn)* 

for A E L!(R), (13) 
for A E L:(R). 

Thus the Lorentz invariance condition is satisfied. 

C. Spectral Condition 

The Wightman functions (XI' •.. , x .. ) are tempered 
distributions, and hence, they have Fourier trans­
forms which are also tempered distributions, 21 

(ql, '" , q2 ... ) = J exp (i ~ q.x.) 

= J tl (~~3 p(ui)6(P~)~(P~ - uD du; a;p( 

X exp (i ~ q.x.) ~ exp (-i[P,(x l - Xh) + .. . 

+ P(x. - Xi) + ... + P ... (Xk - X.)]) d4xI ..• d4X2 ... . 
(14) 

After integration over X and P we get 

8... "" J n'" . - i (ql' ... , q2 ... ) = (2'11-) L.J -3 
'h<;l···i.<im .-1 (2r) 

X p(u.)6(q~,)~(q~. - u!)~(q •• + q;,) du.. (15) 

The summation goes over all permutations 

[
1, 2, ... ,2m - 1, 2m] 

ii, ii, ... ,i"" i ... 
such that i l < ill ... , i", < i",. 

From the general term of the sum we get the 
following conditions on q: 

q •• E V!, qi. = -q •• E V;;;j il > i l = 1, 

(16) 
From this we get for two-point Wightman function q ... E V!, qi .. = -q ... E V;;j i", > i".. 

the following property By addition of the second column we obtain 

(Ax + a, Ay + a) = {(X' y) for A E L!(R), (12) ql + '" + q2m = 0 (translationinvariance). (17) 

(x, y)* for A E L;(R). For the partial sums of the vectors q we get 
17 See Ref. 11, Sec. 16,3. 
18 See Ref. 11, Sec. 48.4. 
11 See Ref. 11, Sec. 16.5. 
10 A more elegant way to see it was communicated to me 

by Wightman, and is based on the observation that the distri­
butions which are Fourier transforms of tempered distribu­
tions with support in a convex cone form a ring because they 
are boundary values of holomorphic functions which form a 
ring. 

ql E V!, 
ql + ... + q. E V! V 0, 

(i = 2, '" , 2m - 1). 

(18) 

21 L. Girding and J. L. Lions, Nuovo Cimento Suppl. 14 
9 (1959). ' 
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This last condition follows because for any vector 
q, E V~ occurring in the sum there is a vector 
q. E V~ (r < 8) which cancels it. 

The condition ql + ... + q, = 0 can not be 
satisfied for all the terms of the sum, since there 
always exists a permutation such that this partial 
sum does not vanish. 

Finally we obtain that the support of (ql, ... , q .. ) 
is contained in the following set22

: 

ql + ... + q, E V~ (i = 1, ... ,n ,- 1), 

ql + .. , + qn = O. 
(19) 

to check this only for the two-point function, since 
higher truncated Wightman functions vanish. 

This can be easily done because the function 
falls off exponentially when the argument x proceeds 
to infinity in a spacelike direction.25 Thus we have 

lim laiN A-(X - a; u) = 0, (25) 
(ai_co 

for any integer number N and a = (0, a), u ~ ml > o. 
We obtain the cluster-decomposition property for 

higher-order Wightman functions immediately as 

lim (Xl' '" ,Xk-l, Xk + a, '" ,X .. + a) 

From this we can deduce the well-known analytic = (Xl' ... ,Xk-1)(Xk, '" , xn), (26) 

properties of Wightman functions in coordinate where a goes to infinity in a spacelike direction. 
space.3 

G. Positive-definiteness Condition D. Hermiticity Condition 
Now we are going to prove the positive-definite­

Under the operation of complex conjugation, the ness condition which may be written as follows3 : 

functions A-(X; u) behaves like 

[A-(X; u)]* = -A-(-X; u), 

which yields for (x, y) the following property: 

(x, y)* = (y, x). 

(20) 

(21) 

Taking into account the general formula (7) for 
Wightman functions, we have 

(Xl' '" ,xn )* = (x .. , .... , Xl)' (22) 

Thus the Hermiticity condition is satisfied. 

E. Locality Condition 

It may be easily checked that our Wightman 
functions:have the remarkable property 

(Xl' '" ,X,-l, X, y, X,+1, '" ,x .. ) 

- (Xl' '" ,X,-l, y, X, Xi+ll '" ,xn) 

= «X, y) - (y, X»(Xl' ••• ,X,-l, Xm, •.• ,x .. ), (23) 

where 

(x, y) - (y, x) = i 1'" p(u) dUA(x - y; u). (24) 

This function vanishes for spacelike separation of 
the arguments because of the property of the 
Pauli-Jordan function23 and hence, the locality 
condition is satisfied. 

F. Cluster Decomposition Property2' 

In order to prove that our Wightman functions 
have the cluster-decomposition property, it is enough 

t a1aj J fMxl) '" f1.(Xi)(X., ... ,Xl, Yll '" ,Yj) 
4,;-0 

X fi1(Yl) ... fjj(Yj) d4xl ... d4
Xi d4Yl ... d4yj ~ 0, 

(27) 

for arbitrary functions f.(x) E 8 4, an arbitrary set of 
complex numbers a. and for each integer number N. 

First of all we would like to remark that only the 
positive-frequency parts of the functions fey) and 
the negative-frequency parts of f*(x) contribute 
to the integrals. It is a consequence of a general 
formula for our Wightman functions (7) and the 
following property of the two-point function: 

J (z, y)f(y) d4y = J (z, y)(+)(y) d4y, 
(28) 

where 

t±)(x) = J exp (-iPx)f(P)8(±Po) d4p, 

f*c±)(x) = J exp (-iPx)f*(P)8(±Po) d4P. 

(29) 

Without loss of generality we can assume that 
the functions fjey) have positive frequencies only, 
and hence f*(x) have only negative ones. 

It may be easily verified that the distribution 
(x, y) has zero value on functions f(x), g(y) if they 
contain the same frequencies, 

n See, e.g., H. Araki, Ref. 3, p. 92. J d'x d'yfC±) (x) (X , y)gc:)(y) = 0,' f, g E 8
4

, 
II See, e.g., Ref. 11, Eq. (15.13). 
U D. Ruelle, Helv. Phys. Acta 35, 147 (1962), see also 

(30) 

Ref. 16. 26 See Ref. 11, Sec. 15.2. 
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Now, in the sum (27), only terms with i + j 
even contribute since odd-order Wightman func­
tions vanish. From this it follows that the terms 
with i ~ j contain an even number of "unbalanced" 
variables x or Y which are contracted among them­
selves [see Eq. (7)], but such contractions vanish 
in the sense of (30). Therefore only terms with 
i = j survive and the positive-definiteness condition 
becomes 

x fO(YI) ... fii(Yi) d4xI ... d4x; d4YI ... d4Yi ~ O. 
(31) 

Therefore all we have to check is the positiveness 
of integrals of the form 

A .. (fl, ... , fn) 

= I f~(xI) ... !":.(Xn)(Xn, ... , XI, YI, ... ,Yn) 

X MYI) ... f .. (Yn) d4xI ... d4Yn. (32) 

the quantity (f, g) a scalar product, and as we will 
show below this is sufficient for satisfying the 
positive definiteness condition of Wightman func­
tions in general. 26 

Using notation (34) we may write down the 
integral An in the following form: 

A .. (fl' ... , fn) = L (fl' fi,) ... (f .. , fi.). (36) 
(i1.···,i,,) 

On the right-hand side we have so called per­
manene7 of the matrix II(fi, fj)117. 

It has been proved28 that for a positive semi­
definite Hermitian matrix the following inequality 
holds: 

per A ~ det A. (37) 

Equality is reached if and only if A has a zero row 
or if A is diagonal. 

Our matrix II (f i, f j) 117 obviously satisfies all these 
conditions since the Gramm determinants of the 
vectors fl' ... ,fk; (k = 1, ... ,n) are nonnegative. 29 

Thus finally, we obtain the inequality 

Using the general expression for Wightman func- A .. (f;, 
tions (7) and condition (30) we obtain 

, tn) = per II(f;, f,')II~ 

~ det II(fi' fj)ll~ ~ o. (38) 
A .. (fl' ... ,fn) 

= (i'.~.i') J d4
xn(x)(x, y)fi.(y) d

4
y ... 

X J d4xf'!(x)(x, y)fi.(y) d4y. (33) 

Here the summation extends over all permutations 
(ii, ... , in) of numbers (1, ... , n). 

Now we introduce the quantity 

(f, g) == J d4xf*(x)(x, y)f(y) d4y. (34) 

It is not difficult to check that (f, g) satisfies all 
axioms of the scalar product namely 

(i) (f, g)* = (g, f), it follows from (21) 

(ii) (f, algi + a2g2) 

= al(f, gl) + a2(f, g2), 

(iii) (f, f) = (2·11/ f It(P) 12 (J(Po) 

X o(P2 
- u 2)p(u) du d4P ~ O. 

(35) 

The last inequality follows from the assumption 
of the positiveness of the Kallen-Lehmann measure 
p(u). The equality (f, f) =0 leads us tof(P) IPEvm+==O. 
Thus the positiveness of p(u) is sufficient to make 

It is well-known that the Gramm determinant 
r (f I) ••• , f n) vanishes if and only if the vectors 
fl' ... , fn are linearly dependent. From this and 
the previous conditions on equality in (37), as well 
as from the positive-definiteness of the scalar 
product, we conclude that the equality to zero for 
the integral An(fl) ... , fn) can be reached if and 
only if some function 

(i = 1, ... ,n) 

vanishes identically. 
The condition of positive-definiteness IS then 

satisfied by our Wightman functions. 
N ow we want to prove that our Wightman func­

tions describe the theory which is equivalent to the 
theory of generalized free field. 

26 Another proof of positiveness of p( u) being sufficient to 
make a metric in Hilbert space positive, was given by Green­
berg; see Ref. 4, Sec. E. 

27 The general definition of the permanent of n-square 
matrix A = Ilaiillnlis 

n 

per A = L II aiu(;), 
uES", i=l 

where Sn is the full symmetric group. For details see Ref. 27. 
28 M. Marcus and M. Newman, Ann. Math. 75, 47 (1962), 

Theorem 8. 
29 See, e.g., N. 1. Akhiezer and 1. M. Glazman. The 

Theory of Linear Operators in Hilbert Space (Frederick Ungar 
Publishing Company, New York, 1961), Sec. 8. 
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4. RECONSTRUCTION OF THE THEORY 

In the usual manner3 we construct the Hilbert 
space H of the states. It was shown30 that this 
space is separable, i.e., there exists in H a linear, 
countable and dense set D.31 

The metric in D is positive definite as it follows 
from G. 

In D there exists a continuous unitary representa­
tion of the inhomogeneous proper Lorentz group 
(see condition B). The spectrum of the generators 
of the translation group is contained in V~ apart 
from the zero point which corresponds to the 
vacuum, (follows from condition C). 

The field operator A(t), which is a tempered 
operator-valued distribution, is given in condition D 
(it is a consequence of A).32 

This operator is Hermitian [in the sense A (f) + = 
A(f*)], local, and possesses the demanded trans­
formation properties under U(a, A), (see conditions 
D and E]. Moreover, it has been proved33 that 
A(f) is essentially self-adjoint, i.e., the closure (At) 
is self adj oint on D if f is an arbitrary real test 
function with compact support. It follows imme­
diately from the vanishing of all higher truncated 
Wightman functions for this field. 

Due to the cluster decomposition property (see 
condition F), the field A (f) is irreducible34 and there 
exists only one vector in D, apart from a trivial 

30 H. J. Borchers, Nuovo Cimento 24, 214 (1962). See also 
Ref. 11, Appendix. 

31 The set D may be taken as the linear manifold of the 
elements obtained by applying any polynomial in AU) to 
the vacuum state. 

32 See Ref. 11, Appendix. 
33 R. Jost, Lecture notes, Princeton University (1963), 

and also H. J. Borchers and W. Zimmermann, "On the Self­
Adjointness of the Field Operators," (preprint). 

multiplication factor, which is invariant under this 
is the vacuum state. 35 

That the field A (f) is then the generalized free 
field is a consequence of the identity [see (23)]. 

( ... ,x, Y,Z, ... ) - ( ... ,Y,X,Z, ... ) 

- ( ... ,z, x, y, ... ) 

+ ( ... ,z, y, x, ... ) == 0, (39) 

which holds for all our Wightman functions. 
As a result of this equality we get that {fA (f), 

A(g)], A(h)}~ vanishes for all f, g, h E 8 4 and for 
all states ~ belonging to D. Thus from the density 
of D and the irreducibility of the field we conclude 
that [A(t), A(g)] = C(f, g). 1 is a multiple of unit 
operator. The value of this number is 

cct, g) = (~o, [Act), A(g)No) 

= J d4xf(x)«x, y) - (y, x»g(y) d4y, (40) 

and hence A (f) is a generalized free field. 
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34 R. Haag and B. Schroer (see Ref. 6, Sec. IV), gives 
another proof of the irreducibility using some results from 
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the sense of x varying over all Minkowski space; it is reduc-
ible, provided CF ~ 0, when x is restricted to a timeslice. 

36 See Ref. 3, Theorems 7 and 8, and also Ref. 34. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 5, NUMBER 6 JUNE 1964 

On Dirac's Wave Equation in a Gravitational Field * 
ASHER PERES 

Department of Physics, Israel Institute of Technology, Haifa, Israel 
(Received 3 December 1963) 

The Dirac equation is investigated in the combined electric and gravitational field of a point 
charge in General Relativity. The wavefunctions are weakly singular at the origin, but still normal­
izable for a continuous range of the energy. The Hamiltonian, however, is not self-adjoint over the 
manifold of its own "eigenstates," though it can be made self-adjoint by a suitable choice of its do­
main of definition. The theory, however, is unable to decide how the Hamiltonian should be defined, 
and what are the bound states. 

I T was shown some time ago by Callawayl that 
when account is taken of the gravitational field 

of a point charge, the Dirac equation for a charged 
particle in a Coulomb field does not possess solutions 
which can be expanded as a series of terms propor­
tional to positive integral powers of the gravitational 
constant. In other words, the gravitational field, 
however weak, cannot be treated by standard 
perturbation methods. The purpose of this note 
is to show that actually in this case, the Hamiltonian 
is not self-adjoint over the manifold of its "eigen­
states," though it can be made self-adjoint by a 
suitable choice of its domain of definition. The 
theory, howeverl is unable to decide how the 
Hamiltonian should be defined, and what are the 
bound states. 

This problem may seem purely academic, as 
there are no point charges in nature, but only 
extended charges whose size is much larger than 
the charge itself.2 Therefore the peculiar geometric 
properties of the Nordstrom metric3 (which are here 
the cause of the trouble) do not really preclude the 
existence of hydrogen atoms. It is nevertheless 
worthwhile to discuss this problem, in view of the 
recent revival of interest about singular potentials 
in quantum mechanics.4

•
6 

The Nordstrom metric corresponding to an 
electrostatic potential elr due to a point source 

* This research was supported in part by the United States 
Air Force under Grant No. AF-EOAR-63-107 and monitored 
by the European Office, Office of Aerospace Research. 

I J. Callaway, Phys. Rev. 112, 290 (1958). 
2 Natural units are used: c = G = Ii = 1. 
• G. Nordstrom, Verslag Gewone Vergader. Afde!' 

Natuurk. Koninkl. Ned. Akad. Wetenschap. 20, 10 (1918). 
4 B. W. Roos and W. C. Sangren, J. Math. Phys. 3, 882 

(1962), 4, 999 (1963). B. H. Armstrong and E. A. Power, 
Am. J. Phys. 31, 262 (1963). B. H. Armstrong, Phys. Rev. 
130,2506 (1963), where further references are given. 

6 P. Teitelbaum (preprint, 1963) has suggested to cut off 
the potential at some small radius, and to investigate how 
the wavefunction behaves when the cutoff radius tends to 
zero. This method is not applicable here, because it would 
violate the Einstein gravitational equations. 

of charge e and mass M is3 

di = C2 dt2 
- C-2 dr2 - r2(de2 + sin2 e dql) , (1) 

where2 

C = [1 - (2M Ir) + (e2/r2)]1 (2) 

is the local velocity of light. We shall consider here 
only the case e > M, so that the hypersurfaces 
t = const are spacelike. 6 

The form of the Dirac equation for the metric (1) 
has been given by Brill and Wheeler7 and can be 
written, after separation of the time and angular 
variables, as 

Hu = Eu, 

where H is the "radial Hamiltonian" 

(3) 

H = iC2uv(alar) + CUz(klr) - Cmu, - (e2/r), (4) 

and 

(5) 

Here, u 0' u v, and u. are the familiar Pauli matrices, 
m is the electron rest mass, k is a positive or negative 
integer related to the angular momentum, and A is 
a 4 X 2 matrix depending only on the angular 
variables and relating u to Dirac's original W. 

As the scalar product of two Dirac states isS 

(WI, w2) = J w;J3,,/w2r
2 sin e dr de £Up (6) 

J w;w2C- Ir 2 sin e dr de £Up, (7) 

8 The case e < M was discussed by the author in Phys. 
Rev. 120, 1044 (1960), where it is shown that the Schwarzs­
child singularity prevents the normalization of any bound­
state solution. Roughly speaking, the particle has a tendency 
to escape through the Emstein-Rosen "bridge" [phys. Rev. 
48, 73 (1935)]. 

7 D. R. Brill and J. A. Wheeler, Rev. Mod. Phys. 29, 265 
(1957). For a shorter derivation of the Dirac equation in 
General Relativity, see A. Peres, Nuovo Cimento 28, 865 
(1963), Eq. (18). 

8 A. Peres, Nuovo Cimento Suppl. 24, 389 (1962). 

720 



                                                                                                                                    

ON D I RAe's W A VEE QUA T ION 1 NAG R A V I TAT ION A L FIE L D 721 

that of the radial wavefunctions is (within a constant 
factor which can be absorbed in A) 

(8) 

in virtue of (5). 
In the vicinity of the origin, C ~ e/r, and the 

leading terms in (3) are 

iC2u.(ou/or) + (Cuzk/r)u = O(r-1)u, (9) 

whence it follows that f ~ f(O) exp (kr/e) and 
g ~ yeO) exp (-kr/e) are both finite at the origin, 
and a fortiori normalizable there. [Special cases 
occur when either f(O) or yeO) is zero. It is easily 
shown that if f(O) = 0, then f ~ -!y(O)(1 - m/e)r2, 
while if yeO) = 0, then y ~ !t(0) (1 + m/e)r2.1 

On the other hand, for r ~ <Xl, the leading terms 
in (3) are 

iu.(au/or) - mu.u + O(r-1)u = Eu, (10) 

so that, asymptotically, 

u ~ [-em - E)t] exp [-(m! - E 2)!r]. (11) 
(m + E)t 

Thus, if we start from a solution like (11), with 
E < m, and progress towards r = 0 by means 
of the first-order differential equations (3) and (4), 
then we always obtain normalizable eigenfunctions 
of H.g This is clearly incompatible with the basic 
principles of quantum mechanics, according to which 
normalizable eigenfunctions must always correspond 
to a discrete spectrum. 

It is not difficult to find the origin of this incon­
sistency. The proof of the orthogonality of the 
Hamiltonian eigenfunctions requires the Hamil­
tonian to be self-adjoint, i.e., 

(12) 

v With the ordinary (special relativistic) Dirac equation, 
the wavefunctions obtained in this way diverge at the origin 
and are not normalizable, unless E belongs to the spectrum. 
See B. H. Armstrong, Ref. 4. 

where the scalar product is given by (8). An ele­
mentary calculation then shows that (12) will be 
satisfied by the Hamiltonian (4) if, and only if 

gY2 - f2yt = 0 for r = O. (13) 

This may be satisfied, e.g., by defining H only over 
wavefunctions such that f(O) = yeO) = o. This 
definition, however, is too restrictive, because such 
a H is not maximal10 and actually has an infinity 
of distinct maximal extensions. Indeed, (13) still 
holds if the domain of H is extended to wavefunc­
tions such that 

f(O)/y(O) = R, (14) 

where R is any real number (possibly zero or infinity) 
the choice of which is arbitrary, but has to be made 
once for all. 

Thus, once R has been chosen, the eigenvalues 
of H (if any) are determined. Unfortunately, there 
is nothing in this theory which can make some value 
of R better than others, so that the theory is con­
spicuously incomplete. ll 

Note that the above result is independent of the 
choice of both the coordinate system and the spin 
frame, because the basic equations of the theory 
are generally covariant.8 

The reader himself should decide whether to 
consider this result as an amusing curiosity, or as 
an indication of the inadequacy of our present 
physical theories. 12 

10 J. von Neumann, Mathematical Foundation8 of Quantum 
Mechanics (Princeton University Press, Princeton, New 
Jersey, 1955), p. 153. The example considered by von Neu­
mann is that of the operator iiJ/iJq, with 0 ~ q ~ 21r, origi­
nally defined over f( 'I) such that f(O) = f(21r) = o. This 
operator is not m8.Xlmal, but has an infinity of distinct 
maximal extensions, namely for f(q) such that f(0)/f(21r) = 
exp (ia), with a real. Here, a plays the same role as R in the 
present paper. 

11 The same also holds for the ordinary Dirac equation, 
but does not cause any serious trouble, because the Hamil­
tonian eigenfunctions satisfy f(O) = yeO) = o. 

12 Similar results also hold for the Klein-Gordon equa,.. 
tion, but will not be discussed in detail, since the Klein­
Gordon equation is not a well-behaved quantum mechanical 
equation anyhow. See H. Feshbach and F. Villars, Rev. Mod. 
Phys. 30, 24 (1958), especially p. 29. 
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A generalization of factorable interactions is taken into account. The direct and inverse problems 
for the relative Sehrodinger equation are investigated and they turn out to be workable. It is shown 
that such interactions can produce several bound states. The solution of the direct problem is given. 
A class of interactions of the considered type is constructed which produces an arbitrarily assigned 
finite set of bound states. 

1. INTRODUCTION 

VARIOUS authorsl.2 have recently considered, 
both to discuss quantitatively concrete problems 

and to investigate the analytic behavior of the 
scattering amplitudes, an interesting class of non­
local interactions: the so-called factorable or 
separable interactions. The term factorable in­
dicates the fact that the interaction, which is 
assumed to be Hermitian, has a representative of 
the form 

are well known; one of the most characteristic 
ones being the fact that they can give at most 
only one bound state. This fact may seriously limit 
their applications to physical problems. 

In this paper, starting from the observation that 
a factorable interaction is a constant times a projec­
tion operator of a one-dimensional linear manifold 
of the Hilbert space, we deduce all the known 
properties of such interactions in a simple way 
(Sec. 2). Then we take into consideration a class 

Yew, w') = ov(w)v*(w'). 
of interactions which is a natural generalization 

It has been also considered a larger class of solvable 
interactions, often referred as "completely separ­
able".1 More precisely, the class of the nonlocal, 
rotationally invariant interactions, for which the 
equations arising from the Schrodinger equation 
when the separation in the various waves is accomp­
lished, are eigenvalue equations with an interaction 
of type (1.1). 

(1.1) of factorable ones, i.e., the class of their finite 
linear combinations. The Schrodinger equation of 
such a class of interactions is still solvable in the 
sense that the determination of eigenvalues, eigen­
functions, and all scattering properties, reduces to 
the resolution of systems of linear algebraic equa­
tions. This fact is almost obvious as the considered 
interaction is an integral operator whose kernel 
belongs to the class of the degenerate (or Pincherle 
Goursat) kernels of the theory of integral equations. 
We shall show that the properties of the determinants 
of these systems, which in general are not workable, 
can be, in our case, exhaustively studied owing 
to the positive-definiteness of Ho. It results that 
the Schrodinger equation can have several bound 
states. The dependence of the number of these 
bound states on the interaction is investigated 
(Sec. 3). In Sec. 4 we briefly sketch the well known 
formalism of a reducible problem, assuming that 
the reduced problems to which it gives rise are of 
the class introduced in Sec. 3. We then impose 
to this class the requirements of rotational and time­
reversal invariance and we obtain a class of solvable 
interactions which can have several bound states 
in each wave. In the concluding Section (Sec. 5), 
the inverse problem is investigated, i.e., the problem 
of constructing an interaction of the considered 
class which gives an assigned number of bound 
states with assigned eigenvalues and eigenfunctiOI~s. 

We shall use in this paper the term factorable 
to indicate the property expressed by (1.1). On the 
other hand, we shall speak of reducible interactions 
to indicate the property of every interaction HI 
which commutes with a commuting set of observ­
abIes (which we shall indicate with M) commuting 
also with the free Hamiltonian Hoof the system. 
For such an HI the Schrodinger equation can be 
separated in various equations in the eigenmanifolds 
of the considered set M. 

The interesting feature of factorable interactions 
is that the corresponding Schrodinger equation is 
easily solvable for both the discrete and continuous 
spectra. The properties of factorable interactions 

1 Y. Yamaguchi, Phys. Rev. 95, 1628 (1954). 
2 A. N. Mitra and V. L. Narasimham, Nucl. Phys. 14,407 

(1959); J. T. Cushing, Nuovo Cimento 28, 819, (1963); 
A. N. Mitra and J. D. Anand, Phys., Rev. 130,2117 (1963). 
R. Alzetta, G. C. Ghirardi, and A. Rimini, Phys. Rev. 131, 
1740 (1963). Further references can be found in V. L. Nara­
simham, S. K. Shah, and S. P. Pandya, Nuel. Phys. 33, 
529 (1962). 
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It is found that there exists a unique interaction 
which gives n assigned bound states in the class 
of the linear combinations of n terms like (1.1). 
If we do not restrict ourselves to the combinations 
of n terms, there is a large arbitrariness which 
allows us to modify the scattering properties to a 
great extent. 

We have confined in an Appendix the proof of 
the completeness of the eigenstates of the Hamilton 
operator considered in Sec. 2. 

2. FACTORABLE INTERACTIONS 

An Hermitian operator V, which has the w 
representative 

V(w, w') = cv(w)v*(w') , 

where c is real and v(w) is such that f dw Iv(w)1 2 

exists, will be called factorable in the w representa­
tion. It is easily seen that if an operator is factorable 
in one representation it is factorable in every rep­
resentation. If we call I V) the ket whose w rep­
resentative is v(w), we have 

V = c IV)(VI, 

and this shows that a factorable operator is a 
constant times a projection operator belonging to 
a one-dimensional linear manifold of the Hilbert 
space. Evidently it is also true the converse: any 
operator which is a constant times a projection 
operator belonging to a one-dimensional linear 
manifold is factorable. 

If we assume V as the interaction operator of 
a quantum mechanical system, the respective 
SchrOdinger equation reads 

(E- Ho) [1/;E) = c [V)(V [ 1/;£). (2.1) 

If E < 0, (E - Ho) is a definite negative operator3 

and therefore it has an inverse (E - H 0) -1 = G(O) (E). 
Thus Eq. (2.1) admits (apart from an arbitrary 
multiplicative factor) the unique solution 

[1/;E) = G(O)(E) [V), 

if and only if E satisfies 

c(V[ G(O\E) [V) = 1. 

(2.2) 

(2.3) 

Equation (2.1), and therefore (2.3), can have 
at most one solution. In fact, let us assume that 
there are two orthogonal eigenfunctions [1/;1), [1/;2) 
belonging, respectively, to the eigenvalues El and 
E 2 • They are of the form 

3 We shall call a positive- (negative-) definite operator any 
Hermitian operator D for which (fIDlf) 2: 0 (SO) for any 
If), and = 0 if and only if If) = O. 

Orthogonality implies 

(V[ G(O)(E1)G(0)(E2) [V) = o. 
Since G(O) (E 1)G(O) (E2) is a positive-definite operator, 
this would imply [V) = o. Owing to the definite 
negativeness of G(O) (E), Eq. (2.3) certainly admits 
no solution if c > o. Moreover (V[ G(O) (E) jV) is 
a decreasing function of E for E < o. Concluding, 
(2.3) has one solution, if and only if 

c < 0; lim (V[ G(O)(E) I V) < .!. 
E~O- C 

If E ~ 0 we introduce the operators 

GCO)+(E) = lim (E + iE - Hot 1 

«=_0+ 

and 

G+(E) = lim (E + iE - H)-I 
1:-+0+ 

which satisfy 

G+(E) = G(O)+CE) + G+(E) VGCO)+(E). 

The T operator is expressed by: 

T(E) = V + VG+(E) V 

(2.4) 

= c IV)(V[ (1 + c(VI G+(E) IV». 

Owing to (2.4) we have 

(VI G+(E) I V) 

= (VI G(O)+(E) IV)(l - c(VI G(O)+(E) IV)t 1
, 

and then 

c 
T(E) = 1 _ c(V[ G(O)+(E) IV) IV>(VI· 

In the Appendix we have taken into account 
the scattering states and we have shown the com­
pleteness of the system of the eigenstates of H 
for our problem. 

3. A GENERALIZATION OF FACTORABLE 
INTERACTIONS 

N ow we generalize the class of factorable inter­
actions with two aims in mind. First of all we want 
that the Schr6dinger equation still hold solvable, 
and secondly to have the possibility of producing 
several bound states. A natural generalization is 
to assume that 

n 

V = L 0, [V.)(V,[, (3.1) 
i-I 
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where the /V.) are n linearly independent vectors, 
and the c/s are real constants. The Schrodinger 
equation is solvable as may easily be shown. It runs 
as follows: 

.. 
(E - Ho) I,pE) = Eo. I V.)(V. I ,pE)' (3.2) 

i-I 

For E < 0, Eq. (3.2) admits only solutions of the 
form 

.. 
I,pH) = E kiG(O)(E) IV,)· (3.3) 

,-I 

Equation (3.3) implies that the eigenvalues may 
have at most a degeneracy of order n. I,pH) is actually 
a solution if and only if the k/s satisfy the system 

.. 
E (0;; - o,(Vil G(O)(E) IV;»kj = O. (3.4) 

System (3.4) has nontrivial solutions if and only if 

det 18;; - Oi(Vil G(O)(E) IVj)1 = O. (3.5) 

The just-accomplished reduction of the problem 
to a system of linear algebraic equations is almost 
trivial, and is quite analogous to the standard 
method for the solution of integral equations with 
degenerate kernel. 4 But the general theory does not 
give any suggestion for the discussion of Eq. (3.5), 
the transcendental equation which determines the 
eigenvalues. We shall show that in our case, however, 
owing to the positive-<iefiniteness of H 0, the eigen­
value problem can be studied. First of all, let 
us show that there are at most n distinct eigen­
vectors of H. 

4 In fact, if we consider, for example, the case of a spinless 
particle with rotationally invariant interaction of our kind, 
the Schriidinger equation for the l wave is, in q representa­
tion (see Sec. 4), 

and can be written 

where 

ml 

1 t;:t CkVlk( q)Vlk( q') q,2 

~, = E, ; R(q, q'; ~/) = 1 - ~IK(q) 

This is an integral equation with degenerate kernel depend­
ing on the eigenvalue hi. For such an equation the standard 
method of solution reduces it to an algebraic system of linear 
equations. In general however owing to the dependence of 
the kernel from the eigenvalue, nothing can be said on the 
eigenvalues of such an equation. 

We consider m orthogonal vectors l,pi) such that 

<,pj I ,pk) = - (l/Ek ) Ojk, (3.6) 

where the Ek'S are m negative real numbers. Putting 

IWk) = (Ek - Ho) l,pk), (3.7) 

it is easily shown that from (3.6) it follows that 
the IWi ) are m linearly independent vectors. In 
fact from 

i.e., .. 
E ak(Ek - Ho) l,pk) = 0, 
k-1 

it follows that 
III 

E (O;i + (,pjl Ho l,pk»ai = O. (3.8) 
k-1 

Writing 

N ji = Ojk + (,pjl Ho l,pk), 

the m X m matrix Nil, is Hermitian and can be 
diagonalized. Let Uji be the unitary matrix such that 

III 

E UijNjkUfk = Oi/N,. 
;.1-1 

Then 

N. = 1 + (f. U;; (,p;!)Ho(f. Uti l,pi»)' 
.-1 k-1 

This is positive owing to the positive-<iefiniteness 
of Ho. In particular, as det INlkl = II;'-l N" the 
determinant of N Ii is positive and therefore (3.8) 
admits only the zero solution. II 

Recalling that the eventual solutions of Eq. (3.2) 
are of the form (3.3) the result of the preceding 
paragraph proofs that there are at most n eigen­
vectors of H, and therefore that Eq. (3.5) has at 
most n solutions. 

Moreover it can be seen that the number of the 
possible bound states is governed by the number 
of negative coefficients in the interaction (3.1). 
In fact let us write V as 

I " 

V = Eo, IV,)(V, I + E c, IV,)(V,I, 
i-I i-Z+l 

6 The theorem now proved asserts that among the totality 
of vectors of the kind 

If(E, IW») = G(O)(E) IW), 
where E varies from - (X) to 0 and I W) runs over an m-dimen­
sionallinear manifold, there cannot be found m + 1 orthogo­
nal vectors. This result is not trivial if we observe that 
among these vectors there are infinite linearly independent 
ones. 



                                                                                                                                    

NONLOCAL SOLVABLE INTERACTIONS 725 

where Ci < 0 for i ::; l and c. >0 for l < i ::; n. 
If one supposes that there are m eigenvectors 
11/11), I,h), ... , 11/1",) pertaining to the eigenvalues 
E 1, E 2, ••• , Em, respectively, there follows the 
validity of the equations 

I 

(Ell - Ho) 11/1.) = L: o. lVi)(V. 11/1.) .-1 
.. 

+ L: O. 1V.)(Vi 11/1.). (k = 1,2, ... , m). 
i-Z+l 

Multiplying from the left these equations by (1/1;1 
we get 

I 

- L: C.(1/If I Vi)(V. 11/1.) 
i-I 

.. 
= Njl: + L: Ci(1/Ij I Vi)(V. 11/1.) 

.-1+1 

(j, k = 1,2, ... ,m) 

if Eq. (3.6) holds. 
The determinant of the matrix at the right hand 

side is easily seen to be positive, while the deter­
minant of the matrix at the left is zero if l < m. 
Indeed, let l be less than m and A ji and B •• be two 
rectangular m X land l X m matrices, respectively. 
Putting "Ii = 1 for i ::; l, "I. = 0 for l < i ::; m 
we have 

I '" ... 

L: AjiBik = L: L: Aji"liOi,B.k, 
.-1 i-I r-l 

anyhow we choose Aji and Bii for l < i < m. 
Since "1.0 •• has the determinant equal to zero the 
matrix at the left hand side too has this property. 
Thus it is proved that the number of bound states 
is at most equal to the number of negative coeffi­
cients in the interaction (3.1). 

When E ~ 0 we consider the operators G'O) + (E), 
G+(E). Owing to the fact that they satisfy (2.4) 
we have 

" L: (oj! - cz(Vzl G,o)+(E) IVj»(Vi I G+(E) I VI) 
1-1 

Eqs. (3.9) are n systems of order n. They allow us 
to have the numbers (Vii G+(E) !VI) expressed in 
terms of the quantities (Vii G'O)+(E) !VI). The T 
operator then results, 

T(E) = V + VG+(E)V 

" 
= L: ci(Oi/ + cl(Vii G+(E) IV/» 1V,)(Vd· 

i.I-1 

4. FURTHER GENERALIZATION 

The above obtained class of solvable interactions 
can be easily generalized, recalling that if we have a 
quantum mechanical system that has some invar­
iance property, and consequently some conservation 
law, the eigenvalue problem of such a system can 
be separated in various simpler problems in the 
eigenmanifolds of the operators which commute 
with H as requested by the existence of the con­
servation law. 

Let us now assume that H = Ho + HI be the 
Hamilton operator for our system and that there 
exists an observable M with pure discrete spectrum 
which commutes with both terms in H. 

We introduce the proj ection operators PM' belong­
ing to the eigenmanifolds M, of M, which satisfy 

[Ho, PM,] = [HI, PM,] = 0, (4.la) 

PM/PMI = OijPMI! (4.1b) 

Owing to (4.1c), the eigenvalue equation 

(Ho + HI) 11/IB) = E 11/1£) 

may be written 

Ho L: PM/ 11/IB) + HI L: PM, 11/IB) 
i 

(4.1c) 

(4.2) 

Multiplying this equation from the left by PMI and 
using (4.1a), and (4.1b), we get the equations 

HoPMI 11/18) + HrPMI 11/18) = EPMI 11/18), (4.3) 

which, in turn, owing to (4.1c), imply the eigenvalue 
Eq. (4.2). With the aid of (4.1b), Eqs. (4.3) can 
be written: 

The problem has so been reduced to various problems 
in the eigenmanifolds M f. 

If we assume that the operators PM/HI belong 
to the class of Sec. 3, the eigenvalue problem of H 
has been reduced to the solutions of systems of a 
finite number of algebraic linear equations. 

The most general interaction HI, which commutes 
with an observable M and is solvable along the 
lines sketched in this paper, is therefore of the type 

"" 
HI = L: L: CikQ'l:, (4.5) 

i k-l 

where the Qil:'S, (k = 1, 2, '" , mi) are projection 
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operators belonging to finite-dimensional manifolds 
(which we can always assume to be orthogonal 
without loss of generality) which are contained in 
the manifold M ,. Formally, 

(4.6) 

PM;Qik = O;;Qik' 

Let us now take into account a spinless particle 
of mass JL; we shall call q its momentum. In momen­
tum representation, H 0 is the kinetic energy operator 
K(q). Rotational invariance allows the simultaneous 
diagonalization of HI' L2, L., 

(HI)zmlql.Z'm'lq'l = hzm(q, q')OWomm" 

and implies and is implied by the fact that in the re­
presentation in which H o, L2 and L. are diagonal, 
hzm(q, q') = hz(q, q') does not depend on m. 

In the momentum representation we have 

(Hr)q.q' = .L: hz(q, q')Y7<vyr*(q') 
Zom 

= ~ 2l: 1 hz(q, q')Pz(cos qq,). 

Time-reversal invariance implies that h,(q, q') is 
a real function of q and q'. Let us now identify 
the above mentioned operator M with the commut­
ing set L2, L •. Then 

(PZmHr)q.q' = hz(q, q')Y7(iDyr*(q'). 

In this case the P'm are projection operators belong­
ing to closed linear manifolds of infinite dimen­
sionality. 

The equations of the separate problems still are 
integral equations; for example, in q representation, 

K(q)I/;z(q) + J q,2 dq'hz(q, q')I/;z(q') = Ezl/;z(q), 

we can now assume that 

"" 
hz(q, q') = L o,v,,(q)vz;(q') 

i-I 

and we can solve the problem completely. 
The most general reducible, factorable, rota­

tionally and time-invariant interaction is therefore, 
in q representation, 

"'I 

(Hr)q.q' = L .L: OiVZ;(q)Vz,(q')pz(cos qq,). 
l i-I 

This can have at most m, different eigenvalues in 
the l wave. Note however that each eigenvalue 
is (21 + 1) times degenerate owing to rotational 
invariance. 

5. THE INVERSE PROBLEM 

In this section we wish to take into account 
the problem of constructing the interactions of the 
previously considered kinds which make the 
Schrodinger equation to have an assigned set of 
eigenvectors belonging to assigned eigenvalues.6 

Let us start with the case of only one eigenvector. 
We look for a pure factorable interaction. Let II/;) 
be the eigenvector and E the eigenvalue. It is 
immediate to check that the operator V = C IV) (VI, 
where c- 1 

= (¥--I (E-Ho) II/;) and IV) = (E-Ho) 11/;), 
is the required operator. 

If we don't restrict ourselves to the pure factor­
able interactions, the problem becomes highly in­
determinate. In particular, we observe that we can 
add, to the previously determined interaction, the 
term 

N 

V' = .L: Ok I Vk)(Vkl (5.1) 
k-1 

provided 

(k = 1,2, ... , N) (5.2) 

is satisfied, obtaining an interaction which still 
admits the assigned bound state and eigenvalue. 
The further requirement that no more bound states 
are introduced still leaves clearly a large arbitrariness 
in the choice of the number N, of the IVk)'s, and 
of the Ck'S. For example, as shown in Sec. 3, the 
conditions Ck > 0 for the coefficients in the inter­
action (5.1) is sufficient to guarantee the fullfillment 
of such a requirement. This arbitrariness can be 
used to modify the resulting T operator. 

If n orthogonal bound states 11/;1), 1¥--2)' •.• , 11/; .. ), 
with negative energies E 1, E 2 , ••• , E .. , are to be 
reproduced, restricting ourselves to the superposi­
tions of n factorable interactions, we can proceed 
as follows. Let us consider the interaction 

.. 
V = - .L: X;k IW;)(Wkl, (5.3) 

; .k-1 

where 
(5.4) 

The unknown matrix X;k will be determined in 
such a way that 

.. 
(E, - Ho) 11/;,) = - L X;k IW;)(Wk I 1/;,), (5.5) 

i ,k-l 

• Only for the case of a pure factorable interaction, a 
different kind of inversion problem has been considered by 
M. Gourdin and A. Martin [Nuovo Cimento 8, 699 (1958)]. 
They showed that the assignment of a phase-shift function 
satisfying Levinson's theorem, together with the energy of 
the eventual bound state, allows to construct a unique pure 
factorable interaction. On the sarne line of thought Kh. 
Chadan [Nuovo Cimento 10, 892 (1958)] takes into account 
the case of a local interaction plus a pure factorable one. 
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i.e., owing to Eq. (5.4), 
.. 
L: 8;; IWi ) 
;-1 

The linear independence of the IWi)'s, which follows 
from the orthogonality of the Ilfi)'S, as proved in 
Sec. 3, implies 

n 

8' i = - L: Xik(Wkl G(O)(E.) IW.). (5.6) 

Let us now show that, owing to the orthogonality 
of the Ilf.)'s, it holds the equality 

(Wkl G(O)(E.) IW i ) = (Wkl G(O)(Ek ) IW.). 

In fact, 

(Wkl G(O)(E.) IW.) - (Wkl G(O)(Ek ) IW.) 

= (Wkl (Ek - Ho) - (E. - Ho) IW.) 
(Ek - Ho)(E. - Ho) • 

= (Ek - E.)(Wkl G(O)(Ek)G(O)(E.) IW.) 

= (Ek - Ei)(lfk Ilf.) = o. 
Then we have 

-(Wkl G(O)(E.) IWi ) 

= -!(Wkl [G(o,(Ek) + G(O)(E.)] IW.) 

= (-Ei)(lf. Ilfi)b + (lfkl Ho Ilfi) 

= 8ik + (lfkl Ho Ilf.) = Nki 

if the Ilf,)'s are chosen such that (lfillf.) = -liE,. 
As already shown in Sec. 3, the diagonal elements 
of N i" when this is put in diagonal form, are all 
real and positive. In particular, N k' admits the 
inverse matrix. Owing to (5.6), the unknown matrix 
X ik is just this inverse matrix. The now-constructed 
interaction (5.4), which gives the assigned bound 
states, is not yet of the required type. It is easy 
to show that it can be written in the desired form 
in infinite ways. In fact we can write 

n 

V = L: c. JV.)(V, I ,-1 
with 

n 

I Vi) = E aii /W i ), 
i=-1 

if the e/s and a,/s are such that 
n 

Owing to the fact that the diagonal elements of 
X ik too, when this is put in diagonal form, are all 
real and positive, Eqs. (5.7) can be solved in in­
finitely many ways. For example, if all the coeffi­
cients e., which, as proved in Section 3 must be 
negative, are chosen to be equal to -1, the matrix 
a'i can be chosen to be the positive square root 
of the matrix X ik. Note that the now obtained 
result proves that there are linear combinations 
of n factorable interactions which actually have n 
bound states. 

The considerations made in the case of one 
assigned bound state can now be repeated for n 
assigned bound states. If we do not restrict ourselves 
to the linear combinations of n factorable inter­
actions we can add to the otherwise unique inter­
action a term like (5.2) where the JVk)'S satisfy 
the conditions 

(lfi I Vk ) = 0 (j = 1,2, ... ,n; k = 1,2, ... ,N) 

Here also the requirement that no further bound 
state is introduced still leaves a large arbitrariness 
which allows to modify the resulting T operator. 
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APPENDIX 

We wish to show here the completeness of the 
set of eigenstates belonging to the discrete and con­
tinuous spectrum of the operator H =Ho+e JV) (VI 
introduced in Sec. 2. Let us consider for simplicity 
the case of a spinless particle. Let Iq) be the simul­
taneous eigenstate of the momentum operator and 
of H o, belonging to the eigenvalues q and E, respec­
tively. We shall normalize this state according to 
(qlq') = 83 (q - q'). If we call Iq+) the scattering 
state of energy E containing an incident plane wave 
Iq) plus outgoing waves only, we have 

Iq+) = Iq) + G(Ol+(E) V Iq+)· 

Projection on I V) gives 

and thus 

(V I q+) = (V I q)/[1 - o(VI G(O)+(E) JV)]. 

On the other hand, projections on Iq') give 

X;k = E (-oi)a1kai; 
i-I (5.7) . (q' / q+) = 03(q _ q') + c(q'/ G(O)+(E) /V)(V / q+) 
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or 

(q' I q+) = c53(q - q') 

+ {c(q' I V)(V I VI(E + iE - E') 

X [1 - o(VI G(O'+(E) IV)]}. 
We can therefore write 

Iq+) = Iq) + I a(q, q') Iq') d3q', (AI) 

where 

a(q q') = ev(q)v(q') (E + iE - E'). , [_ I v2
(q") d

3
q" ] 

1 0 E + iE - E U 

(A2) 

In (A2) we have called v(q) == (Vlq). v(q) is real 
from time-reversal invariance. 

Let us now take into account f Iq+) (q+1 d3q. 
We have 

I Iq+)(q+1 d3q = I Iq)(ql d3q 

+ II d
3
q d

3
q' Iq')(ql [a(q, q') + a*(q', q) 

+ I a(q", q')a*(q", q) d3q"} 

We define 

D(z) = 1 - 0 I v2(q') d3q' f(z - E'). 

(A3) 

Assuming nonrelativistic kinematics E = q2/2/-1 
(the generalization to relativistic energies is trivial), 
after having integrated over angles we get 

I a(q", q')a*(q", q) d3q" = 47rwlv(q)v(q') 

r v2(q") q" dE" 
X Jo (E" +iE-E')(E" -iE-E)D(E" +iE)D(E" -iE)· 

It is easy to check that it holds the equality 

I a( q", q')a*( q", q) d3 q" = _ ev( ~j q') 

integral along the closed path is easily evaluated 
by means of the Cauchy integral formula. We must 
distinguish two cases. 

A. No bound state. 
In this case we immediately get 

I a(q", q')a*(q", q) d3 q" 

cv(q)v(q') = -----------~~~~---------= . , [ I v
2
(q") d

3
q" ] 

(E + 2~E - E) 1 - c E + iE _ E" 

ov(q)v(q') 

[ I V2(q") d3 q" ] 
(E' - 2iE - E) 1 - 0 E' _ iE _ E" 

= -a(q, q') - a*(q', q). 

Equation (A3) therefore gives 

which means completeness. 
B. One bound state of energy E b. 

We have in this case 

I a(q", q')a*(q", q) d3 q" 

__ ( ') _ *(' ) _ v(q)v(q')N
2 

- a q, q a q, q (Eb - E')(Eb - E) , 

where 

N -2 _ _ l[dD(Z)] _ I v
2
(q') d

3
q' 

- 0 - '2' dz .-Eo (Eb - E ) 

Equation (A3) gives 

I Iq+)(q+1 d3q = I Iq)(ql d3q 

-if Iq')(ql d3q d3q' N2v~q)V(q') 
(Eb - E )(Eb - E) 

= I Iq)(ql d
3
q - [ N I d3

q' ~:'~I~~] 

X [ N I d3
q(ql E;~ E] = I Iq)(ql d

3
q - IEb)(Ebl, 

X fa D(z)(z + iE - ~')(z - iE - E) , 

where IEb) is the normalized state of energy E b. 
(A4) Finally, 

where C is a clockwise contour which encloses the 
cut of D(z), excluding the eventual zero of D(z) 
on the negative real axis. The contour C of integra­
tion can be closed with the aid of a very large circle 
because the integral over the circle vanishes. The 

The completeness has thus been proved. 
The above arguments can be easily generalized 

to the class of interactions of Sec. 3. 
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A definition of asymptotic convergence is given for nonrelativistic time-dependent scattering prob­
lems involving Coulomb potentials. Convergence proofs have been found both for potential and for 
n-body multichannel scattering. For pure Coulomb potential scattering, the M~ller wave matrix is 
computed explicitly and found to have its usual meaning. 

INTRODUCTION 

I N the nonrelativistic time-dependent theory of 
scattering, an important role is played by the 

concept of asymptotic convergence. This concept 
arises in a natural way when we try to define 
transition amplitudes and the S operator in the 
time-dependent theory. Mathematically, asymptotic 
convergence problems typically take the following 
form: we are given a "free Hamiltonian" Ho and 
a "HaIniltonian with interaction" H. We think 
of these operators as acting in a space L2 of square­
integrable functions. This space is viewed as a 
Hilbert space with the scalar product 

(f, g) = J dxJ(x)g(x), 

and the norm 

Ilfll = (f, f)l. 

We define the (unitary) operators 

U(t) = exp (-iHot), 

and 

Wet) = exp (-iHt), (1) 

net) = W-1(t)U(t) = W(-t)U(t). (2) 

Then the typical asymptotic convergence problem 
is to show that there exist operators n± (M~ller wave 
matrices) such that for a certain class of functions 
IE L2 

lim II n(t)1 - n"fll = o. (3) 
'-:l:eD 

If Eq. (3) holds, we say that net) converges strongly 
to n± on the class of functions I as t -t ± 00 • 

To see how such asymptotic convergence problems 
arise in collision theory we briefly discuss the scatter­
ing of a particle by a potential. For this purpose 

• This work was supported in part by the National Science 
Foundation. 

t The material in this paper is contained in a dissertation 
submitted to the faculty of Princeton University in partial 
fulfillment of the requirements for the Ph.D. degree. 

we take as our Hamiltonians 

Ho = -li z /2m (4) 

and 

H = Ho + Vex). (5) 

The Schrodinger equation for the scattering problem 
is (we take h = 1 throughout) 

i({Jfjat)(x, t) = Hf(x, t). (6) 

At large negative times t we imagine that there 
is at hand a "freely moving" wave packet U(t)/lJ 
11 E L2, representing a particle that has just left 
a collimator (we have suppressed the dependence 
on x, which is of no interest at present). We wish 
to calculate the probability amplitude that at 
large positive times t a freely moving wave packet 
U(t)f2, 12 E L2 will be found, provided that in 
the meantime the particle was moving with a time 
dependence governed by the Hamiltonian H. To 
obtain this probability amplitude, choose a large 
negative time tl and a large positive time t2 and 
define two solutions g,(t), g2(t) of the Schrodinger 
equation such that gl(t) agrees with U(t)/t at t = tl 
and g2(t) agrees with U(t)/2 at t = t2. Clearly 

g,(t) = Wet - t1)U(tl)fl' 

g2(t) = Wet - t2)U(t2)f2' 
(7) 

Then the required probability amplitude is given 
by the scalar product of g, and g2: 

T(t2 , t1) = (g2(t), g,(O) 

= (W( - t2)U(t2)f2' W( - t1)U(t1)f,) 

= (n(t2)/2, n(tl)!I). (8) 

The assumption that tl is large and negative and 
t2 is large and positive can now be replaced by the 
condition tl -t - 00, t2 -t + 00, provided that 
T(t2 , t1) converges as these limits are taken. Now 
T(t2' t,) will surely converge if the operators net) 

729 
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converge strongly to operators O± on every function 
f E L2. In this case we have 

lim T(t2 , tl ) = (0+/2 , 0-/1) == T 2l • (9) 
'1-"- CO '._+(0 

In addition [still assuming strong convergence of 
the O(t)], we can define the S-operatorl 

(10) 

(OH is the adjoint of 0+) which maps the set of 
states of the form 0+/ onto the set of states of the 
form 0-/: 

SO+/ = 0-/. (11) 

Equation (11) holds because of the relation 

which follows from the fact that 0+ is the strong 
limit of a unitary operator. The expression Tn of 
Eq. (9) can then be viewed as the matrix element 
of S between 0+/2 and O+fl' Thus, in order to establish 
the existence of the scattering amplitude and the 
S operator, it is natural to consider the asymptotic 
behavior of the operators O(t). In the multichannel 
case it is similarly desirable to define operators 
analogous to the O(t) given above and to study their 
asymptotic behavior. A number of authors2 have 
discussed these operators under various assumptions 
on the potentials appearing in the Hamiltonian H. 
Convergence proofs have, for instance, been given 
in the multichannel case for potentials which are 
square-integrable. However, no convergence proofs 
have been given for problems involving Coulomb 
potentials. 

The purpose of this paper is to supply asymptotic 
convergence theorems for problems involving 
Coulomb interactions, both for potential and for 
n-body multichannel scattering. a [At this point, the 
author wishes to mention the independent work of 
M. Saffouri (to be published) who has investigated 
the asymptotic behavior of wave packets describing 
a particle moving under the influence of a Coulomb 
potential. His results are similar to some of those 
presented here for potential or two-body scattering.J4 
We shall find that when Coulomb potentials are 
involved in a scattering problem, it is necessary 

1 W. Brenig and R. Haag, Fortschr. Physik 7, 183 (1959). 
2 J. M. Cook, J. Math. and Phys. 36, 82 (1957); M. N. 

Hack, Nuovo Cimento 13, 231 (1959); J. M. Jauch and I. 
Zinnes, ibid. 11, 553 (1959). 

8 To conserve space, it was necessary to omit some of the 
mathematical details in this paper. These are given in full 
in the author's thesis, Princeton University, 1963. 

• I wish to thank Professor R. Haag of the University of 
Illinois for communicating to me the results of M. Safi'ouri's 
investigation. 

to modify the definition of asymptotic convergence 
in order to obtain a convergence proof. Essentially, 
this is a result of the long range of the Coulomb 
potentials. This modification of the definition of 
asymptotic convergence will necessitate a modifica­
tion of the picture of the scattering process presented 
above. In order to make clear the nature of this 
modification we shall first deal in some detail with 
scattering by a short-range (square-integrable) 
potential. A proof of asymptotic convergence will 
be given because the reader may not be familiar 
with such proofs and because the author feels that 
the proof to be presented, while modeled on the work 
of previous authors2, is simpler and more easily 
extendible to n-body problems. 

I. SCATTERING BY A SHORT-RANGE POTENTIAL 

We first give a convergence proof for the operator 
O(t) with Ho and H given by (4) and (5), respectively, 
under the assumption that Vex) is a square-integrable 
function. In this case (Kat05

), the operator H is 
essentially self-adjoint on the space L2, and both 
U(t) and Wet) are unitary operators. We begin by 
showing that the sequence O(t)f converges when / 
belongs to the space S of functions discussed by 
Schwartz6

: f(x) belongs to S if and only if 
(1) f is infinitely differentiable with respect to 

each of the components Xl, X2, Xa of x. 
(2) f and all of its derivatives decrease rapidly 

for large Ixl. Explicitly, for any integers ml , m2, ma 
and n, the expression 

is bounded. (Not necessarily the same bound for 
all m., m2, ma, n.) If a function f(x) has properties 
(1) and (2), its Fourier transform J(K) has the 
same properties. 

To prove that O(t)f converges for f E S as t ---? + (Xl, 

say, we use the following lemma: 

Lemma 1. Suppose that the derivatives (a/at) (O(t)f) 
exist, belong to L2, and are continuous with respect 
to t in the L 2 norm. In order that the sequence 
O(t)f converge strongly as t ---? + (Xl, it suffices that 
the integral 

1(/, to) = i~ II:t (O(t)f) I I dt (12) 

exist for some value of to. 

6 T. Kato, Trans. Am. Math. Soc. 70, 195 (1951). 
8 L. Schwartz, Theorie des Distributions (Hermann & Cie., 

Paris, 1957), Vol. II, p. 89ff. 
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Prool: We have 

II O(tl)1 - 0(t2)/11 = II {' dt :t (O(t)f)! I 

~ {' dt II:t (O(t)f) I I ' 
(13) 

and the convergence of the integral in (12) implies 
that the right-hand side of (13) can be made 
arbitrarily small by choosing tl and t2 large enough. 
Thus O(t)1 is a Cauchy sequence and is convergent. 

If I E Sand O(t) is given by (2) it is easy to show, 
under our assumptions on the potential Vex), that 
(alat)(fJ(t)f) exists and is continuous with respect 
to t in the L2 norm. To establish the existence of 
l(f, to) for to > 0 we compute 

:t (O(t)f) = :t (W-I(t)U(t)f) 

= iW-I(t)(H - Ho)U(t)f 

= iW-I(t)VU(t)f, (14) 

and 

II(alat)(O(t)f)II = IIVU(t)fll, (15) 

since W-I(t) is unitary. We now show that l(f, to) = 
f~o dt IIVU(t)fll exists by exploiting the following 
two facts: 

(1) Vex) is square-integrable. (Note that this is 
false for a Coulomb potential e2 I x, and that the 
proof therefore does not hold for such potentials.) 

(2) (U(t)f)(x) vanishes at any point x as IN. 
The second fact follows easily from the well-known 
representation7 (t ;zf 0) 

(U(t)f)(x) = ( m:)! J dx'eim(X-X')'/2tf(x') (16) 
271'1.t ' 

which immediately yields 

1 (U(t)f) (x) 1 ~ cltl (t > 0). (17) 

We can now estimate 

IIVU(t)fll ~ (citl) IIVII, (18) 

showing that 1(/, to) exists for to > 0 and O(t)1 
converges as t ~ + (Xl when I E S. The proof as 
t ~ - (Xl is no different. 

We can now prove that O(t)g converges for any 
g E L2 by using the fact that the space S is dense 
in the space L2, i.e., for any g E L2 and any E > 0 
there is an I E S such that III - gil ~ E. Using this 
fact and the unitarity of O(t) we have for any g E L2 
and any E > 0 

7 P. J. Redmond and J. L. Uretsky, Ann. Phys. (N. Y.) 9, 
106 (1960). 

110(tl)g - 0(t2)gll ~ II O(tl)g - O(tl)fll 

+ II O(tl)f - 0(t2)fll + II 0(t2)f - 0(t2)gll 

~ II 0(t1)f - 0(t2)fll + 2e. (19) 

The fact that O(t)1 is a Cauchy sequence now implies 
the same for O(t)g, proving the convergence of the 
latter sequence. Thus the sequence of operators O(t) 
converges strongly on the entire space L2: 

(20) 

We now mention a result due to Ikebe8 which 
will aid in the interpretation of our later results. 
Under somewhat more restrictive assumptions on 
the potential Vex), Ikebe proves the following: 
Let 1ft) (x) and 1fi+) (x) be, respectively, the sta­
tionary-state scattering solutions for our problem 
corresponding to incoming and outgoing momentum 
K. [We choose the normalization so that 1fi±) (x) 
has leading term eiK

'''.] Then either of the sets 
{1ft) (x)} or {1fit) (x) l, taken together with the 
bound states for our problem, is complete in the 
space L2. Further, if I E L2 and 

f(x) = (2!)t J dKe,K''''!(K), (21) 

then 

(O±f)(x) = (2!)! J dK1fil)(x)J(K). (22) 

Equation (22) is of interest to us for two reasons: 
first, in view of the symbolic relations 

(1fi+), 1fi-» = (271'? o(K - K') 

+ (271')3 i O(K2 - K,2)f(K, K'), (23) 
71' 

where f(K, K') is the scattering amplitude from 
momentum K to momentum K', (22) shows that 
the transition amplitude calculated using the defini­
tion (9) agrees with the transition amplitude 
calculated from the time-independent theory. 
Second, (22) shows that any function g E L2 
which has no bound-state components can be 
written in the form g = O±h±, h± E L2, since any 
such g can be written in the form given on the right­
hand side of (22). We can use this fact to show 
that any scattering solution (no bound components) 
W(t)g of the Schrodinger equation becomes "asymp­
totically free" in the sense that, for large t, W(t)g 
approaches a solution of the free Schrodinger equa-

8 T. Ikebe, Arch. Rat!. Mech. Anal. 5, 1 (1960). A slight 
modification of Rato's argument is necessary since we do not 
assume that V is bounded for large Ixl. 
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tion. In fact, writing g = n± h ±, we have 

lim IIW(t)g - U(t)h"11 
...... zCID 

= lim IIW(t)n"h" - U(t)h" I I 

= lim IIn"h" - W-1(t)U(t)h"II = o. (24) 

The asymptotic freedom of the scattering solution 
W(t)g establishes the correctness of the picture of 
scattering outlined in the introduction, since it 
justifies the assumption that "at large negative 
times a wave packet U(t)fl is at hand" and the 
similar statement for large positive times. This may 
seem to be a trivial point, but it has been stressed 
here because the above-mentioned assumptions are 
not justified when a Coulomb potential is present. 
In fact we shall see that in a Coulomb field the 
asymptotic form of a wave-packet is given by Uc(t)f 
where U.(t) differs from U(t) as defined above. 
Since this is a departure from the notion of asymp­
totic freedom in the usual quantum-mechanical 
sense, we shall examine this notion somewhat more 
closely before turning to the case of Coulomb 
scattering: Let f(x) E L2 and let J(K) be the Fourier 
transform of f(x). As is well-known, if If(x)1 2 de­
termines the probability density for the coordinates 
of a particle, IJ(K)1 2 determines the probability 
density for its momenta. We wish to call attention 
to the following property of the function U(t)f: at 
large positive and negative times, the probability 
density determined by U(t)f becomes the prob­
ability density for a free classical particle which 
at time t = 0 is located at the origin and has a 
momentum spectrum given by IJ(KW. Indeed, using 
the representation (16) for f E S and extending the 
results to all of L2, it is not difficult to show that 

(25) 

The strong convergence to 0 in (25) indicates that 
the probability density I U(t)fI 2 can be replaced 
asymptotically by (m/ltI)3 IJ(mx/t) 12

, which is the 
classical probability distribution mentioned above. 
This asymptotic behavior of U(t)f provides a 
criterion of asymptotic freedom which is physically 
intuitive and which embodies the essential require­
ments that we want to impose on incoming and 
outgoing wave packets. We shall see that wave 
packets in a Coulomb field have the proper "classical" 
asymptotic behavior although they do not have the 
asymptotic form U(t)f. We now turn to the study 
of Coulomb scattering. 

II. SCATTERING BY A COULOMB POTENTIAL 

We first state and prove the theorem on ~symp­
totic convergence in a Coulomb field . 

Theorem 1. Let 

(26) 

be the Hamiltonian governing the sQattering of a 
particle by a Coulomb potential. Define the operator 

Wc(t) = exp (-iHct) 

and the "distorted free propagation operator" 

U.(t) = exp (-iHoc(t» 

with 

H (t) = H t + e(t)me1e21 (-~) 
oc 0 ( _ .:~i og m 

= Hot + H~e(t), 
where Ho = -tJ./2m and 

e(t) = 
1 t> 0, 

-1 t < 0, 

(27) 

(28) 

(29) 

(30) 

and the action of H~e (t) is defined by passing to 
momentum space: if 

f(x) = (2;)1 J dKeHr.·"J(K), (31) 

then 

(32) 

provided that the integral in (32) exists. 
Then W;l(t)Uc(t) =nc (t) is a unitary operator 

and the strong limits 

lim ne(t) = n: (33) 

exist on all of L2. 
Before giving the proof of this theorem, we remark 

that, for t > 0 or t < 0, H~c(t) can be written as 
the sum of a time-dependent and a time-independent 
part. For t > 0, for instance, 

(t > 0). (34) 

Clearly the second, time-independent term can play 
no role in a convergence proof. This term is included 
in order that the analog of Eq. (22) should hold 
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in the present case. We shall return later to a 
discussion of this point. At present, we give the 
proof of Theorem 1. 

Proof of Theorem 1: The unitarity of W~l (t) 
follows from the essential self-adjointness of H. 
(Kato6

). The unitarity of U.(t) is easily established 
using the representation of U.(t) in momentum 
space. Thus n~(t) is also unitary. We will give the 
convergence proof for n.(t) as t -7 + co. We first 
prove convergence on the space of C functions, 
defined as follows: f(x) is a C function if f E S 
and its Fourier transform j(K) vanishes in a neighbor­
hood of K = o. It is not hard to show that the C func­
tions are dense in L2 and that if f is a C function then 
U.(t)f and [1/( -~)!]Uc(t)f = Uc(t)[I/( -~)!]f are 
C functions. Proceeding as in the previous con­
vergence proof, we let f be a C function and estimate 
the norm of (a/at) (n.(t)f) : 

a 
at (n.(t)f) 

Lemma 2 implies, among other things, the relation 

= 0, (40) 

which is the present analog of the relation (25) 
established earlier. 

To prove Lemma 2, we write 

U.(t)h(x) = U(t)h~(x, t) (41) 
with 

h~(x, t) = exp (-iH~c(t»h(x) 

= (2!)t J dKeiK·"e-idt)m •••• IKlog(2K.lll/m)h(K). 

(42) 

Integrating by parts in (42), remembering that 
h(K) E Sand h(K) vanishes in a neighborhood 
of K = 0, we find that for any integers mlJ m2, ma, n 
there exist constants C and p. such that 

1
(1 + x2

)" a
m

.+
m

.+.... h~(x, t) I ~ C(log ItIY· (43) 
ax~' ax;' ax;" 

= iW~I(t{ H - aH~;(t) ]U.(t)f 

= ·W-1(t)[e1e2 
_ me1e2 ]U (t)f 

(t > 0), (35) (Note log It I > 0 since It I > 1). From (41) we 
find [compare (16)] 

~. x t( _~)t • 

so that (t > 0) 

II:t (n.(t)f) I I = II[e~2 - t(~~)tJU.(t)fll· (36) 

Comparing (36) with (15) we see that the effect 
of using the operator U.(t) instead of U(t) is to 
subtract a term from the potential. Essentially, the 
rest of the analysis consists in showing that the 
subtracted term tends to cancel against ele2/x. In 
order to do this we prove the following Lemma: 

Lemma 2. Let hex) be a C function and let liCK) 
be its Fourier transform. Then for It I ~ to > 1 

U.(t)h(x) = (:YfP.(x)li(m;) 

U.(t)h(x) = (2:Js J dx'eim(X-X') '/2Ih~(x', t) 

= (2:J'eim"'/21 J dx'e-i"'X'X'/'h~(x', t) 

+ C:tYei"''''/21 J dx'e-i",x'x'/l 

X (ei"''' "/21 - l)h~(x', t). (44) 

Using the Fourier transform of h~(x, t) from (42) 
we find that (44) is the same as (37) with 

R,,(x, t) = J dx'e- i",x'x'/l(ei"',,"/21 - I)h~(x', t). (45) 

Using in Eq. (45) the estimate 

le i "'''''/21 - 11 ~ I m;;2 I (46) 

+ ( m )feim"'/2IR (x t) 
\21rit " , , 

where 

(37) and one of the bounds (43) on h~(x', t), we can 
find a C and a p. such that 

and for any integer n there exists a number p. and 
a constant C such that 

IR ( t)1 < C(log Itl)". (39) 

"x, - Itll [1 + (~rJ 

IR,,(x, t)1 ~ C(log ItIY/ltl. (47) 

On the other hand, integrating by parts in (45) 
and using the bounds (43), given any n we can 
find C and p. such that 

C(log ItlY 
IR,,(x, t)1 ~ [1 + (X/tY1271 (48) 

The bound (39) is now obtained by multiplying 
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the square roots of the bounds in (47) and (48). 
This completes the proof of Lemma 2. We now 
use Lemma 2 on the C functions occurring in (36). 
For convenience in writing, we shall denote 1/ ( - t1) il 
by /'. Note that /' is a C function and that 

1'(K) = j(K)/K. (49) 

Using the fact that 1/( _t1)t commutes with Uc 

and applying Lemma 2 to I and /', we have (t 2:: to) 

II:t (nc(t)f) 1 1 = lIe~2 Uc(t)1 - met Uc(t)1'1/ 

= 11(~r~c(x{e~2 j(~x) - met 1'(~x) ] 
+ C:Ye im.,j2{e,;2 Rf(x, t) - met Rf,(x, t) J! I· 

(50) 

Now the terms involving j and l' on the right-hand 
side of (50) cancel because of (49). The remaining 
terms can be estimated separately using (39). For 
instance, 

C'(log W 
tf 

(51) 

and similarly for the term in R f • All told, we obtain 

I I(a/at)(nc(t)f) I I ~ C(log ty/tl (52) 

for some constants C and ,.,.. Since the right-hand 
side of (52) is integrable with respect to t over 
the interval from to > 1 to co, Lemma 1 now shows 
that nc(t) converges strongly on any C function. 
[With regard to the hypotheses of this lemma it 
should perhaps be mentioned that there is no 
difficulty in showing that when I is a C function 
ca/at)(nc(t)f) is continuous with respect to t in 
the L2 norm for t r" 0.] We can now extend our 
convergence proof to all of L2 as before, using the 
fact that the C functions are dense in L2. Thus we 
have proved (33) for the case t -+ + co. The proof 
as t -+ - co is no different. 

We now state the analog of (22) in the present 
case: 

Theorem 2. Let y.,~K) (x) (y.,!~) (x» be, respectively, 
the stationary state scattering solutions in the pure 
Coulomb field e1e2/x corresponding to incoming 
(outgoing) momentum K,9 

9 L. Schiff, Quantum Mechanics (McGraw-Hill Book Com­
pany, Inc., New York, 1955), p. 117. 

where n = mele2/K. Then if j(K) is the Fourier 
transform of I(x), 

cn~f)(x) = (2!)i I dKy.,!~)Cx)jCK). (54) 

This shows that the new M!2l11er wave matrices 
n~ have their customary meaning, as in (22). 
The proof of Theorem 2 will not be given here, 
as the only proof which the author has been able 
to find is extremely long and tedious, although very 
simple in principle. 3 We shall now use Theorems 1 
and 2 to outline the scattering process in a Coulomb 
field. 

We first study the behavior of the scattering 
solutions of the Coulomb Schrodinger equation. 
These have the form Wc(t)g where g is orthogonal 
to all the Coulomb bound states. In view of the 
known orthogonality and completeness theorems 
for the Coulomb wavefunctions,IO g can be expanded 
in terms of the y.,~"'i. or the y.,~I2.. Thus according 
to Theorem 2 we have g = n~h ±. But then Theorem 1 
implies that 

lim IIWc(t)g - Uc(t)h± II = 0, (55) 

so that asymptotically the time behavior of such 
a wave packet is governed by Uc(t) rather than UCt). 
This shows that the only possible asymptotic form 
for a wave packet in a Coulomb field is UcCt)h±(x). 
The logarithmic phase distortion in Uc(t) can be 
shown to be a result of the logarithmic phase 
distortion in the asymptotic (large Ixl) expansion 
of y.,~"i. (x) if we multiply both sides of (54) by Wc(t) 
and take limits as t -+ ± co • 

We can now construct the following picture of 
scattering in a Coulomb field: at large negative 
times a wave packet Uc(O/I is present. Although 
this packet is not "free" in the usual quantum­
mechanical sense, in view of (40) (which can easily 
be extended from C functions to any h E L2), 
we find that at large negative times (UC (t)/l)(X) 
converges strongly to (m/it)!~C(x)Jl(mx/t), and that 
the probability density determined by Uc(t)1 can 
therefore be replaced by the "classical" probability 
density Im/tl 3 Ijl(mx/t) 12 , so that asymptotically 
IUc (t)/11 2 satisfies our intuitive physical criterion of 
"freedom." 

We now ask for the probability amplitude T21 
10 E. C. Titchmarsh, Eigenfunction Expansions (Clarendon 

Press, Oxford, England, 1946), Vol. I. 
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that at large positive times a wave packet UC(t)/2 
will be found. Proceeding as in the introduction 
we find 

T21 = lim (W;1(t2)Uc (t2)/2' W;1(t1)UC(tl)/l) 

(56) 
= (n:/2' n~/l)' 

The interpretation of T21 as the desired transition 
amplitude is corroborated by Eq. (54) [see the 
discussion following (22)]. The S operator can now 
be defined in complete analogy with what was done 
in the Introduction. 

This completes our discussion of potential scatter­
ing in a pure Coulomb field. 

III. n-BODY PROBLEMS 

Since the time-dependent formalism for dealing 
with n-body problems does not seem to be generally 
known, we give a sketch of the formalism applicable 
when short-range potentials are involved before 
stating the corresponding results for problems 
involving Coulomb interactions. 

We consider n particles of masses m l ••• m" 
interacting with each other and with static potentials 
as described by the Hamiltonian 

"!J.. " 
H = - f.; 2~j + f.; VOj(Xj) 

+ L: V;;(x; - Xj). (57) 
lSi<iSn 

It may happen that the part of H describing the 
mutual interaction of certain particles i" i 2 , ••• i; 
allows bound states to be formed. In this case we 
may imagine that, at large negative times, particles 
ii, ... i; can enter the scattering picture in various 
ways-either as j free particles, or bound together 
in any of the ways allowed by their mutual inter­
action. In case these particles are bound, we shall 
refer to them collectively as a composite particle. 
The wavefunction describing such a composite 
particle at large negative times can be written as 
U;(t)fV;j, where I is a square-integrable wave packet 
in the center-of-mass coordinate, 1/;j is a bound-state 
wavefunction of energy E j , written in terms of the 
internal coordinates of the composite particle, and 

U;(t) = exp [-i(-!J.u/2M + E;)tJ, (58) 

where y is the center-of-mass coordinate and 
M = m;, + ... + m;j is the mass of the composite 
particle. It should be clear that Uj(t) provides the 
usual time-dependence for the bound state 1/;; and 
propagates the wave packet I according to the free 
Schrodinger equation with mass M. 

It may also happen that initially particles i 1 ••• i j 

are bound by the static potentials and thus localized 
near the origin. This situation is described by the 
wavefunction e-;EBI1/;B, where 1/;B is the bound-state 
wavefunction (of energy E B ) describing the con­
figuration of the particles. 

Taking all possible subsets i , ... i;, j = 1, ... n 
of particles and enumerating the bound states 
which they can form, we find all the ways in which 
particles can enter the scattering situation. ll The 
most general situation at large negative times is 
that the n particles under consideration are grouped 
as l simple particles and m composite particles, plus 
possibly a number of particles bound near the origin. 
Any such grouping, along with a specification of the 
bound-state wavefunctions describing the composite 
particles and the particles bound near the origin, 
constitutes a channel of the system, and we shall 
distinguish various channels by means of a subscript 
a. By relabeling the particles if necessary, we may 
assume that the simple particles have numbers 
1, ... l. We denote the bound states describing 
the composite particles occurring in channel a by 
1/;,. •... 1/;,. .. , and the associated energies and masses 
by Ea • ... Ea .. and Ml ... Mm. Each bound 
state 1/; a / depends only on the internal coordinates 
appropriate to the set of bound simple particles 
which it describes. We denote by Y I ••• Y m the 
center-of-mass coordinates of the composite particles. 
The bound-state wavefunction describing the 
particles (if any) bound near the origin is denoted 
by 1/;B, and its energy by E B • We suppress entirely 
the coordinates of 1/;B, which are of no interest in 
the following formulae. (If there are no particles 
bound at the origin 1/;B should be replaced by unity 
and EB by zero in (59) and (61).) Then the wave­
function corresponding to the situation described 
at large negative times is given by U a(t)CPa, where 

CPa = I(xi .•• XI; Y1 ••• Ym)1/;a •... 1/;a..1/;B (59) 

(f is any function which is square-integrable in all 
its arguments), and 

U aCt) = exp (-iH at), (60) 
with 

I!J. m!J. m 

H a = - f.; 2:; - f.; 21'Z + f.; Ea/ + EB • (61) 

H a is called the channel Hamiltonian for the con­
figuration described, and U" (t) is called the channel 
operator for this configuration. Note that the defini-

11 By convention we exclude from consideration those 
cases in which all particles are bound near the origin (this 
would correspond to taking for Y,B a normalizable eigen­
function of the full Hamiltonian H) since such cases do not 
lead to any scattering processes. 
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tions above include as a special case the free Hamil­
tonian Ho and the free propagation operator Uo(t) 

.. .1.. 
Ho = -E-' 

'-1 2m i 

Uo(t) = exp (-iHot) (62) 

corresponding to l = n, m = 0 above (i.e., all 
particles asymptotically free) and in this case CPa is 
any square-integrable function of Xl ••• x,.. 

It is easily seen that there are at most a countable 
number of channels, since the number of ways in 
which n particles can be grouped is finite and the 
number of energies with which any collection of 
particles can be bound is at most countable. We 
can thus assume that a takes the values 0, 1, 2, .... 
We make the convention that, as in (62), the 
a = 0 channel refers to n asymptotically free 
particles. Let us define 

Wet) = exp (-iHt), na(t) = W- 1(t)U a(t). (63) 

Then arguing as in the Introduction, we can see 
that the transition amplitude from an initial state 
Ua(t)CPa to a final state U6(t)CP6 is given by 

T6a = lim (np(~)cpp, na(t1)CPa), (64) 
el_- CO , __ +co 

provided the limit exists. The limit will certainly 
exist if the operators na(t) and np(t) converge 
strongly when applied to CPa and CPp, respectively. 
Now it can be proved 12 that, under certain conditions 
on the potentials Vi; occurring in H (it suffices 
that all of them be square-integrable), the expres­
sions na(t)CPa converge strongly as t -+ ± co to 
functions n:CPa, for any a = 0, 1, 2 .:. and any 
CPa of the form (59). [Note that since the t in (59) 
is an arbitrary square-integrable function, there 
are infinitely many such CPa for each choice of 
1/ta, ••• 1/tam.] 

We can now define a "partial S operator" Sa 
describing the results of scattering initiated in the 
channel a. In analogy with the operator given in 
(10) we write 

Sa = n:n!·. (65) 

Sa maps functions n!CPa onto functions n:CPa, 

San!CPa = n:CPa, (66) 

and we can view the transition amplitude Tpa as 
the matrix element of Sa between n~cpp and n!CPa. 
Now it would be convenient to be able to add up 
the effects of all the partial S operators into a 
total S operator which would describe scattering 
initiated in any channel. The way in which to do 

11 M. N. Hack, Ref. 2; J. Dollard, Ref. 3. (Note: In the 
latter reference, no proof is given for the case in which a 
subset of particles is bound near the origin. However, it is 
trivial to extend the proofs presented to this case.) 

this has been found by Jauch. 1s We describe his 
technique briefly, omitting most of the reasoning 
behind it, and trusting that the interested reader 
will consult his paper: A total S operator will have 
to be applicable to any function in L2. Now Sa 
of (65) is constructed using the operators n: which 
are defined only on the subspace of L 2 on which 
na(t) converges strongly. [This subspace contains 
all functions of the form (59).] We can, however, 
extend the definition of n: by setting n: equal to 
zero outside this subspace. Then n: as well as n:· 
and Sa are defined on all of L 2 and we can write 
the full S matrix as 

., 

S = E Sa. (67) 
a-O 

Jauch proves that the sum in (67) converges strongly 
and that it reproduces correctly the transition 
amplitudes T6a when taken between the states 
n; CPP and n!CPa. The matrix given by (67) is unitary 
in the usual sense if both the sets of states n:t and 
n!t, t E L2, a = 0, 1, 2, ... , span the orthogonal 
complement of the set of "true bound states" 
(normalizable eigenfunctions of the full Hamil­
tonian H). 

This completes our discussion of the formalism 
for dealing with n-body multichannel scattering 
when only short-range interactions occur. 

When Coulomb potentials are involved we can 
carry through a scattering formalism precisely 
analogous to the one given above, provided that 
we change the definition of the channel operators. 
To carry through the formalism we must change 
this definition in such a way that the analogs of 
the operators na(t) of (63) converge strongly on 
the appropriate subspaces. The expression for the 
new channel operators is rather complicated in the 
case of a general channel. For this reason we shall 
write down the new channel operator for the a = 0 
channel in which all particles are free asymptotically, 
and indicate what changes must be made in order 
to obtain convergence for a general channel. 

Theorem 3. Let He be given by 

H. = - t ~ + E ere. 
r-1 2mr l,sr<.,sn IXr - x.1 

.. ere .. 
+ E V •• (x. - x.) + L: - + L: Vo.(x.), (68) 

l:Sr<a:::;;" r-l Xr _-I 

where the V •• are square-integrable (0 ~ r < 8 ~ n). 

13 J. M. Jauch, Helv. Ph:ys. Acta 31, 661 (1958). Note: 
the example of a nonrelatiVlstic channel operator given in 
this paper is in error. The center-of-mass motion should be 
separated out of the first equation on p. 665, and the non­
relativistic H 0 in the third equation of this page should be 
Ho = 1/2(ml + m,)F2 + E. 
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Define the operators 

D .. = (m.Vr - mrV.)" (69) 

and the distorted channel operator Uoc(t) for the 
a = 0 channel, 

Uo.(t) = exp (-iHo.(t», (70) 

with 

" d 
Hoc(t) = - ~ 2~i t + E(t) 

X { L mrm,ere, I [ -2 It I D., J 
ISr<.S. (- D .. )i og mrm.(mr + m.) 

satisfied. Similar statements hold for the a ¢ 0 
channels, which we now discuss. 

We now outline the process for obtaining the 
distorted channel operators for channels other than 
a = O. First notice that the distorted channel 
operator Uo.(t) can be written as the product of 
the usual channel operator Uo(t) of (62) with 
another operator U6.(t) which is the exponential 
of -i{Ho.(t) + L7-1 d;/2m;}, 

Uo.(t) = Uo(t)U~.(t). (73) 

To construct the operator U~c(t), we used the 
charges, masses, and coordinates of the n particles 
under consideration. Now the distorted channel 

+ :t ~ log [-2 It I drJ}. 
r-I (-d r ) mr 

Define 

(71) operator U a.(t) for the channel a containing l 
simple and m composite particles and some particles 
bound near the origin factors as above: 

W.(t) = exp (-iH.t). (72) 

Then Doc(t) = W;I(t)Uoc(t) converges strongly, 
as t -+ ± co, on the entire space of square-integrable 
functions in n variables, to operators DO~.3 

It should be clear that Hoc(t) of (71) is a straight­
forward generalization of Hoc(t) of (29). In (29), 
ml( _d)l is the reciprocal of the velocity operator for 
the particle of interest. In (71), in the sum over rand 
8, this is replaced by mrm./( -D.,)\ the reciprocal 
of the relative velocity operator for particles rand 8. 

The expressions log {-2D r ,/[mrm,(mr + m,)]} are 
irrelevant in the convergence proof [see Eq. (34)ffl. 
The expression -2D .. /[mrm.(mr + m.)l is the op­
erator for four times the relative energy of particles 
rand 8, and was chosen to correspond to the factor 
-2d/m in (29). With this choice, correct results 
are obtained for the pure Coulomb two-body 
problem, which reduces to the case of potential 
scattering. However, since the n-body stationary 
scattering solutions are not known, it is not certain 
that this choice produces the n-body analog of (54). 
Instead, it is possible that an additional phase 
factor appears in the integral corresponding to the 
right-hand side of (54). 

It should be clear from Theorem 3 that the scatter­
ing picture for the a = 0 channel is now as follows: 
at large negative times a wave packet UO.(t)!1 is 
present, with II E L2, and at large positive times 
this becomes a wave packet UOc (t)!2. The transition 
amplitude for the process is (DO:!2, DO-.!I)' As in 
Sec. 2, we do not have "asymptotic freedom" in 
the usual quantum-mechanical sense, but we can 
use the n-body analog of (40) to show that our 
intuitive criterion of asymptotic freedom is still 

U ae(t) = U a(t)U~c(t), (74) 

with U a defined by (60), (61); U~c(t) is obtained 
as follows: the jth composite particle has a total 
mass M i , a total charge 8i , and a center-of-mass 
coordinate Yi • We imagine that for each j (j= 1· . ·m) 
the jth composite particle has been replaced by a 
simple particle of mass M i, charge 8 i , and position 
coordinate Yi , and that we are describing the 
scattering of l + m simple particles each of which 
is asymptotically free. We replace 8, the fixed charge 
at the origin, by 8 + 8', where 8' is the sum of 
the charges of the particles bound near the origin. 
Aside from making this replacement, we ignore these 
particles entirely. We write the appropriate operator 
U~e (t) for the scattering of the l + m simple particles. 
[This operator is obtained using (71) with 8 replaced 
by 8 + 8', n = l + m.l Then this operator U~c(t) 
is the U~c(t) required in (74). In other words, as far 
as the distorting operator U~c (t) is concerned, the 
jth composite particle behaves like a simple particle 
of mass M i , charge 8 i , and coordinate Yi • One can 
then show that W-I(t) U ae(t) converges on the 
appropriate subspace. (Note: the proof of this given 
by the author requires the hypothesis that for each 
bound-state wavefunction fa; describing a composite 
particle or a set of particles bound near the origin, 
and for each coordinate x of the bound state, 
there should exist some number E > 0 such that 
J dXl/lal lxi' I/Ia; < OJ. In view of the usual expo­
nential damping of bound states, this does not 
seem a very restrictive hypothesis.) 

As mentioned above, the formalism for n-body 
scattering can now be carried through in its entirety 
for problems involving Coulomb potentials. This 
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does not follow immediately from the multichannel 
convergence proofs and the work of Jauch, because 
the opera tors U" (t) are not a set of channel operators 
in his sense. Nonetheless, Jauch's final results remain 
valid and his program for defining the S operator 
can be carried out.3 
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eigenfunctions of 8 2• A recursion relation is given for the coefficients in the linear combination. Rules 
are given for selecting a complete linearly independent set of eigenfunctions and an explicit formula 
is given for the members of the set. 

INTRODUCTION 

T HE use of projection operators' is a practical 
method for the computation of spin eigen­

functions. This is especially true when there are 
a large number of singly occupied orbitals. The 
results of applying a spin projection operator to 
a Slater determinant is known explicitly in many 
special cases. 2

-
5 We shall give a recursion relation 

for finding the coefficients of the Slater determinants 
in the projection of a single Slater determinant to 
the space of eigenfunctions of the S2 operator for 
any eigenvalue 8. The problem of finding eigen­
functions of the S2 operator is not difficult. However, 
finding a complete linearly independent set of eigen­
functions is not so simple. Pratt6 has solved this 
problem for the singlet case by a rather complicated 
method. Lowdin3 gave a rule for picking a set of 
Slater determinants whose projections are linearly 
independent which works for a small number of 
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spins, but this rule breaks down for the many spin 
case (more than six). 

For a set of n electrons in singly occupied orbitals 
it is well known that we may form 

N = (tn: J - (!n + ~ + 1) (1) 

independent eigenfunctions of the S2 and S. operator 
with eigenvalue 8(8 + 1) and 8., respectively. In 
forming spin eigenfunctions from Slater determinants 
it is only necessary to consider singly occupied 
orbitals. We can obtain a complete set of Slater 
determinants for any particular spacial configuration 
by permuting the spin parts in all possible ways. 
We shall abbreviate a Slater determinant by 
writing only the spin part, the a's and {J's, of the 
singly occupied orbitals of the diagonal element. 
We may order all these Slater determinants in an 
alphabetical order. That is, we may put them in 
the order in which they would appear in a Greek 
dictionary. A rule for finding N independent eigen­
functions of S2 with eigenvalue 8 when there are 
less than 6 singly occupied orbitals is as follows: 
The projections of the first N Slater determinants 
in alphabetical order with 8. = 8 will be linearly 
independent.3 These eigenfunctions will of course 
have eigenvalue 8. = 8. If eigenfunctions with a 
different 8. eigenvalue are desired, they may be 
obtained from these by repeated application of the 
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finding a complete linearly independent set of eigen­
functions is not so simple. Pratt6 has solved this 
problem for the singlet case by a rather complicated 
method. Lowdin3 gave a rule for picking a set of 
Slater determinants whose projections are linearly 
independent which works for a small number of 

* Participant in the National Science Foundation Under­
graduate Science Education Program. 

t Present address: Theoretical Chemistry Institute, Uni­
versity of Wisconsin, Madison, Wisconsin. 

1 P. o. L6wdin, Advan. Phys. 5, 1 (1956). 
2 J. K. Percus and A. Rotenberg, J. Math. Phys. 3, 928 

(1962). 
a P. O. L6wdin, ColI. Intern. Centre Natl. Rech. Sci. 

(Paris) 82, 23 (1958). 
4 P. O. L6wdin, Phys. Rev. 97, 1509 (1955). 
6 James W. Cooley, "Some Computational Methods for 

the Study of Diatomic Molecules," NYO Rept. No. 9490 
(1961 ). 

G G. W. Pratt, Jr., Phys. Rev. 92, 278 (1953). 

spins, but this rule breaks down for the many spin 
case (more than six). 

For a set of n electrons in singly occupied orbitals 
it is well known that we may form 

N = (tn: J - (!n + ~ + 1) (1) 

independent eigenfunctions of the S2 and S. operator 
with eigenvalue 8(8 + 1) and 8., respectively. In 
forming spin eigenfunctions from Slater determinants 
it is only necessary to consider singly occupied 
orbitals. We can obtain a complete set of Slater 
determinants for any particular spacial configuration 
by permuting the spin parts in all possible ways. 
We shall abbreviate a Slater determinant by 
writing only the spin part, the a's and {J's, of the 
singly occupied orbitals of the diagonal element. 
We may order all these Slater determinants in an 
alphabetical order. That is, we may put them in 
the order in which they would appear in a Greek 
dictionary. A rule for finding N independent eigen­
functions of S2 with eigenvalue 8 when there are 
less than 6 singly occupied orbitals is as follows: 
The projections of the first N Slater determinants 
in alphabetical order with 8. = 8 will be linearly 
independent.3 These eigenfunctions will of course 
have eigenvalue 8. = 8. If eigenfunctions with a 
different 8. eigenvalue are desired, they may be 
obtained from these by repeated application of the 
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lowering operator 

(2) 

Here and in the following we use units in which 
h = 1. In this paper we extend this rule to arbitrarily 
many singly occupied orbitals and give an explicit 
formula for the eigenfunctions with arbitrary sand 
s. eigenvalues. 

Spin Projection Operator 
Let (ain+B• I (3*n-s.) be any Slater determinant 

with !n + s. a's and !n - s. (3's. A projection 
operator, which, acting on this Slater determinant, 
produces an eigenfunction of 82 with eigenvalue 
s(s + 1), and S. ::::: 0 may be written 

= IT [ 8
2 

- i(i ~ 1) ] 
o. '-s. s(s + 1) - t(t + 1) 

i:;ea 

in [ s(s + 1) - 8 2 
] II 1 - ..' 

i-B, S(S + 1) - * + 1) 
(3) 

i;;r!. 

It can be seen easily7 that each factor of this operator 
will produce new Slater determinants with one 
interchange of a's and {3's in all possible ways and 
that all new Slater determinants will have the 
same coefficients. Since there are !n - s, factors 
in the operator, the projection will contain, besides 
the original Slater determinant, all possible Slater 
determinants with 1, 2, .. , !n - s, interchanges. 
Since there are only !n - s. (3's in the original 
Slater determinant, the projection is a linear com­
bination of all possible Slater determinants. The 
projection may be written 

O.(ain+s• I pin
- •• ) 

in- •• 
= L: q;.S(ain+"-"{3" I (3!"-"-Pa"), (4) 

'11-0 

where we define (an-
p{3" I (3m-"ap

) to be the sum 
of all possible Slater determinants which disagree 
with the original by p interchanges of a's and {3's. 
For example, if 

(a3 I (32) = (a{3a{3a) , (5) 
then 

(a
2
{3 I (3a) = (ftaa{3a) + (ft{3aaa) + (aa{3(3a) 

+ (a{3{3aa) + (aaa{3{3) + (a(3aa(3). (6) 

7 This is obvious if we note that EJ2 may be written 

8
2 = -In(n - 4) + ! L' P ij , 

ii 
wh~re PHis a permutation operator interchanging spin 
variables only. See P. O. L6wdin, Advances in Chemical 
Physics (Interscience Publishers, Inc., New York, 1959) Vol 
II. ' . 

Since Eq. (4) is an eigenfunction of S2 with eigen­
value s(s + 1), the operator 8 2 

- s(s + 1) will 
annihilate it. This operator may be written8 

~-$+O=~R+&~+O-$+o,m 

If we allow this operator to act on each term of the 
linear combination in Eq. (4) and collect terms, 
we obtain the coefficient of each Slater determinant 
in the expansion. Let us consider one particular 
Slater determinant d which differs from the original, 
(a!n+ •• I (3in

- •• ), by r interchanges of a's and (3's. 
This determinant, d, has a coefficient q;" in the 
expansion. When the operator, Eq. (7), operates 
on d we get d back again multiplied by !n - s. + 
s.(s, + 1) - s(s + 1) along with some other de­
terminants which differ from d by one interchange. 
There are (!n - s. - r)r + (!n + s. - r)r de­
terminants which differ from d by one interchange 
and from the original by r interchanges. These 
also carry coefficient q~". Each of these contributes 
one determinant d when acted on by the operator, 
Eq. (7). Similarly there are (!n-s.-r)(!n+s.-r) 
which differ from d by one interchange and from 
the original by r + 1 interchanges, and r2 which 
differ from the original by r - 1 interchanges. 
These carry coefficients q.n~~ and q.n..:~, respectively. 
The sum of these contributions gives the coefficient 
of d after the operator Eq. (7) has acted. But 
since this operator annihilates the eigenfunction, 
this coefficient must be zero and collecting terms 
we obtain 

[nr - 2r2 - s(s + 1) + s! + in]q;" + r2q;:"'1 

+ (in - s. - r)(!n + s, - r)q~~'1 = O. (8) 

This is a recursion relation by the use of which 
we may compute all the q7· B in terms of q~". 

The eigenfunction produced by projection is not 
normalized even though the original was normalized. 
Thus, the value of q~' s is of little interest and we 
may arbitrarily set q~" = 1. Percus and Rotenberg2 

have given an expression for q~" for the case s, = O. 
In the numerical computation of this quantity, 
however, Eq. (8) is easier to use than their rather 
complicated sum. Our recursion relation, Eq. (8), 
reduces to that given by Lowdin4 for the case 
8, = O. It is easy to verify that for 8 = 8, the well­
known solution 

.... = (_I)' 28 + 1 (!n + S)-1 
q. !n + s + 1 r (9) 

satisfies the recursion relation Eq. (8). 

8 H. Eyring, J. Walter and G. E. Kimball, Quantum 
Chemistry (John Wiley & Sons, Inc., New York, 1944), 
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A LINEARLY INDEPENDENT SET OF 
SPIN EIGENFUNCTIONS 

There are many ways of picking a linearly in­
dependent set of eigenfunctions. There is no unique 
set. Choosing a set is not a trivial problem, however. 
We give here a set of rules for picking a set of Slater 
determinants whose projection to an eigenfunction 
with eigenvalue s = s. is linearly independent. 
Then, using the stepping-down operator, Eq. (2), 
we obtain a set with arbitrary eigenvalue s •. There 
are !n - s rules, and if we take all possible Slater 
determinants with s. = s which obey all of the rules, 
their projections to eigenfunctions with eigenvalue 
s will form a complete and linearly independent set. 
The jth rule may be stated. 

Rule j. The determinant must not have j (3's in 
the first 2j-l positions. Here j runs from 1 to !n-s.9 

As an example, let us consider the six spin case 
with s = O. The set obtained by our rules is (aaa(3(3(3), 
(aa(3a(3(3) , (aa(3(3a(3) , (a(3aa(3(3), and (a(3a(3a(3). There 
are exactly five functions, which is precisely the 
number required for this case by Eq. (1). These 
rules are very easy to implement in a machine 
computation. A proof that these rules always give 
a complete linearly independent set of projections 
is given in the appendix. 

The rule mentioned earlier, which states that the 
determinants should be arranged in alphabetical 
order and the first N taken, breaks down in this 
case. By that rule, the set (aaa(3(3{3) , (aa{3a{3(3) , 
(aa{3{3a{3) , (aa(3(3{3a) , and (a(3aa(3(3) should have a 
linearly independent projection. Our rules eliminate 
(aa(3(3{3a) because it breaks rule 3, i.e., 3 (3's in the 
first 5 positions. In fact, 

Oo(aa{3{3{3a) = - Oo(aaa{3(3(3) 

(10) 

and so the set chosen by the alphabet rule is not 
linearly independent. 

Once a set of Slater determinants has been chosen 
in this manner, the projection of each individual 
determinant is given by substituting Eq. (9) into 
Eq. (4), 

O.(a1n+. I fjin-.) = IE (-1)" 1 2s + 1 (!n + S)-1 
,,-0 2n + s + 1 p 

X (a1n+'-"{3" I (31n-·-"a"). (11) 

These are eigenfunctions of both 8 2 and 8. with 
eigenvalues s = s •. 

g Notice that each allowed configuration corresponds to 
a ~ath in the branching diagram sometimes used to describe 
spm functions. See, for example, E. M. Corson, Perturbation 
Methods in the Quantum Mechanics of n-Electron Systems 
(Hafner Publishing Co., Inc., New York, 1951). 

To obtain eigenfunctions with other s. eigenvalues, 
we apply the operator S_ (s - s.) times. It is easy 
to see that all determinants which have p a's where 
the original had (3's will have a common coefficient 
after application of the lowering operator. Thus, 
after k applications, we may write 

In-. 
= E Q;,.,k(ain+.-,,-k{3,,+i I fjin-.-PaP), (12) 

,,-0 

where the Q;,.,I: are constants to be determined. 
Application of the operator S_ one more time gives de­
terminants in the group (a1n+a-,,-k-lfj,,+k+l I (31n-·-"a"). 
The coefficient of each member in this sum may 
be computed by noting that it is produced p + k + 1 
times by the set (a1n+o-,,-k(3,,+k I (3in-'-"aP

), and 
!n - s - p times by the set 

Thus 

Q; .• ,k+l = (p + k + I)Q;" ,k 

+ (!n - 8 - P)Q;,+·il:. (13) 

This is a partial difference equation with boundary 
condition 

Q"" ,0 = (-I)P 28 + 1 (!n + 8)-1. (14) 
" !n+s+I p 

It is easy to verify that 

Q""'. = 28 + 1 (2s)(k) (-1)" (15) 
" !n+8+1 (!n+s) 

p + k 

is a solution to this equation. Here we use the 
notation 

r 

n(rl = II (n + 1 - ~). (16) 
i-I 

Thus 

With this formula and the rules given above, we 
can immediately write down a complete set of 
spin eigenfunctions with arbitrary eigenvalues 8 

and 8 •• 
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APPENDIX 

Our proof that the rules give a complete linearly 
independent set consists of two parts. First we prove 
the rules give exactly the right number of functions, 
and next, that any other function may be expanded 
in terms of the set obeying the rules. 

We prove that the number is correct by induction. 
We show that it is right in the two-electron case. 
Then we show that, if the rules give the correct 
number of functions in the n electron case, they 
do for n + 1 electrons. The correct number

10 
of 

functions N is given by Eq. (1). For the two-electron 
case with 8 = 0, 

N = (i) - (;) = 1 (18) 

eigenfunction, and by the rules, Oo(a(3) is the only 
function. If the rules give the correct result in the 
n-electron case, we get 

N = (Wt ~ J - (Wt + ~ + 1) (19) 

functions which obey the rules. In the n + I-spin 
case for in > 8 > 0, we obtain all functions which 
obey the rules by adding an a to the right of all 
n spin functions which obey the rules with 8, = 8 - i 
and (3 to all configurations with 8. = S + i. This 
number is 

N' _ ( n ) _ ( n ) 
- in+s-i in+8+t 

+ (in +n8 + i) - (Wt + ~ + i)· (20) 

Using the well-known recursion relation for bi­
nomial coefficients 

we see that 

N' = (t(n ~ ~)I+ J - (i(n + n1:: 8 + 1)· (22) 

When 8 = in there is only one function, all a's, 
so there is no problem. This leaves only the case 
8 = 0 to test. If 8 = 0, there are the same number 
of a's and {3's, and the rule which states that there 
must not be in (3's in the first n - 1 positions 
implies that there must be no a in the last position. 
Thus we may obtain all determinants which obey 
the rules for the n + I-electron case and 8 = 0 

10 For a proof of this statement, see E. M. Corson. footnote 
9, p. 190. 

from the n-electron case by adding a (3 to the right 
of the set for 8 = i, and we obtain 

N' = (in ~ i) - (!n + t + 1)· (23) 

It is easy to verify that 

This proves that our rules give the correct number 
of functions. 

If we now show that every projection can be 
written as a sum of members of the set, we have 
proved completeness and, since the set has been 
shown to contain no more than the proper number, 
it must also be linearly independent. 

Let us take any Slater determinant 0 which 
breaks one or more of our rules. Let the ith rule 
be the one of lowest cardinality which it breaks. 
The determinant has i (3's in the first 2i - 1 posi­
tions. We choose the set of all Slater determinants 
with the same 8, which have their first i-I a's 
the same as 0 and all tn - 8, - i (3's not in the 
first 2i - 1 positions the same as o. No member 
of this set breaks rule i, nor any rule of lower 
cardinality, though some may break higher rules. 
We shall show that the projection of 0 is minus 
the sum of the projections of the elements in this set. 
In a similar manner, all elements of the set which 
break rules higher than i may be expanded in terms 
of elements which may break still higher rules 
until no more rules are broken. 

Let 'Y be any particular Slater determinant. We 
shall show that when the sum of the projection 
of every member in the set including 0 is formed 
the coefficient of the determinant 'Y is zero. Let us 
assume that 'Y disagrees with 0, and thus with every 
member of the set on t of the first i-I a's and 
k of the (3's which occur in positions beyond the 
first 2i - 1. Hence 'Y must have at least k inter­
changes with respect to every member of the set. 
It is easy to see that there are 

(i ~ ~ j t) (in + 8 - i j 1 + t - k) 
configurations in the set which disagree with 'Y on 
exactly k + j {3's, and thus have exactly k + j 
interchanges with respect to it. So when all the 
coefficients of 'Yare added, we obtain the co­
efficient 
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X (
in + s - i + 1 + t - k) .... 

. q;H' 
1 

(25) 

But the factor (j + k) W (in + s - k - j) (H-I) is 
a polynomial in j of order i-I. It is easy to show that 

± (~)(-lYP .. 0) = 0 
;-0 1 

(27) 

Using the value of q;H given by Eq. (9), we obtain whenever p .. (j) is a polynomial in j of order n < i; 
C 2s+1. (i+k-l)! (in+s-i+1+l-k)! 

oy in+s+1 (in+s)!i! 

X ± (~)(j + k)Ul(in + s - k - 1)'/-1-1)(_1)1. 
i-O 1 

(26) 

thus 

Coy = 0 (28) 

for all n, s, k < in - s - i and t < i - 1. But 
this includes all Slater determinants, and we have 
proved what we set out to prove. 
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A conformal mapping of the coupling-constant plane is. used to ~earrange the Born series. The 
new series is guaranteed to converge for any decent repulslve potentlal. The first few terms do well 
in actual calculations of the scattering length. 

I. REARRANGEMENT OF THE BORN SERIES 

T HIS article is intended as a complement to our 
current seriesl

-
3 on the quasiparticle method. 

It has been shown there that nonrelativistic scatter­
ing problems may always be solved by perturbation 
theory, provided that we first introduce an appro­
priate set of fictitious elementary particles. For 
attractive potentials, these "quasiparticles" must 
be chosen as replacements for the real bound states 
and resonances that prevent the convergence of 
the ordinary Born series.4 But for repulsive potentials 
the quasiparticle method is much less appealing, 
because the quasiparticles must correspond to unreal 
composite particles which would exist for an inter­
action of opposite sign. Our purpose here is to 
describe an alternative method of using perturbation 
theory to solve scattering problems, which is 
particularly well suited to the case of strong repulsive 
potentials. 

To explain our approach in very general terms, 
let us consider any scattering amplitude, which can 
be regarded as an analytic function A CA) of a 
complex variable coupling parameter, A, with 
singularities at points A •. For example: 

(1) The partial-wave amplitude2 AtCE; A) for 
potential AV(r) is meromorphic in A, provided that 

and (l.I) 

The poles A.(E, e) are at the reciprocals of the 
eigenvalues of the scattering kernel. That is, they 
are the A values for which there exists a solution 
of Schrodinger's equation 

* This research was supported in part by the Air Force 
Office of Scientific Research, Grant No. AF-AFOSR-232-63. 

t Alfred P. Sloan Foundation Fellow. 
1 S. Weinberg, Phys. Rev. 130,776 (1963). 
2 S. Weinberg, Phys. Rev. 131, 440 (1963). See, also, 

M. Scadron, S. Weinberg, and J. Wright, to be published in 
Phys. Rev. 

3 S. Weinberg, Phys. Rev. 133, B232 (1964). 

[ -1 ~ + e(e + 1) + A (E e) VCr) - EJ 
2m dr2 2mr2 

., 

X !/I.(r; E, e) = 0, 

with boundary conditions 

!/I.(r; E, e) ex: rHl (r ~ 0) 

ex: eikT[r ~ <Xl; k = +(2mbji]. 

(1.2) 

(l.3) 

(1.4) 

[A power of r may be allowed in (1.4) if VCr) is 
of long range.] All A.(E, e) are complex, becoming 
real only for E = O. They form a denumerable 
set whose only limit point is at A = co. 

(2) The three-dimensional scattering amplitude2 

A(E, 8; A) for potential AV(r) is also meromorphic 
in A, under a slightly stronger restriction on V: 

(1.5) 

The poles consist of the A.(E, t), for all e. 
(3) In multiparticle scattering problems3 the 

various reaction amplitudes are not meromorphic 
in the usual coupling constant, since there appear 
cuts as well as poles. But they are meromorphic 
in the magnitudes of the "irreducible" kernels, 
provided that the potentials satisfy (1.5). 

The physical scattering amplitude A(g) is the 
value of A(A) at the actual couping constant g. 
If there are no singularities A. in the circle IAI ~ Igl, 
then A(g) can be calculated by a Taylor series 
expansion in g. But even if there are singularities 
in this circle, it is still always possible to find some 
other connected region D(g) which contains the 
origin A = 0 as an interior point, which contains 
the actual coupling constant A = g on its boundary, 
but which does not contain any of the singularities 
A •. [See, e.g., Fig. 1.] 

It follows from Riemann's theorem5 that there 
exists a one-to-one conformal mapping of the unit 
circle onto the region D(g), such that the center 

4 The quasiparticle method is tested in practical calcu~a-
tions with attractive potentials by M. Scadron and S. Welll- 6 E. C. Titchmarsh, The Theory of Functions (Oxford 
berg, Phys. Rev. 133, B1589 (1964). University Press, London, 1939), 2nd ed., p. 207. 
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).. 

FIG. 1. The complex}. plane. The solid curve is the limac;on 
of Pascal (2.15), and encloses the region D(g) corresponding 
to Izi ;:;; 1. The outer dashed curve is the circle with radius 
equa) to the actual coupling constant g. Observe that the 
pole }.l lies inside this circle but outside D(g), so in this case 
the ordinary Born series diverges but the rearranged Born 
series (2.16) is convergent. (We have drawn these curves 
with go = 1, g == 2, and have placed the poles as appropriate 
for zero-energy scattering by the HultMn potential. See the 
last line of Table I.) The inner dashed curve is a cardiod (the 
limiting limac;on for go = 0) surrounding the smallest region 
D(g) that can be obtained with the mapping (2.10). 

maps into X = 0, and the point at unity maps into 
X = g. That is, there exists a function A(zj g) with 
the properties 

(i) A(zj g) is analytic and single-valued for JzJ ::; 1, 
taking each value X E D(g) just oncej 

(ii) A(Oj g) = OJ (1.6) 
(iii) A(lj g) = gj (1.7) 
(iv) A(zj g) does not become equal to any of the 

singular values X. for any Z with JzJ ::; 1. 

[In fact, the function A(zj g) is uniquely determined 
by the region D(g).] 

These properties of A ensure that the scattering 
amplitude can be regarded as an analytic function 
A(A(zj g» of a modified coupling parameter Z 

in the unit circle JzJ ::; 1. It can therefore be calculated 
by the Taylor series expansion in z: 

'" 
A(A(zj g» = I: z"~ .. (g), (1.8) 

.. -0 

where 

~o(g) = Ao, ~l(g) = A1A1(g), 

~ig) = A2Al(g) 2 + A1Aig), (1.9) 

~3(g) = AaA1(g) 3+ 2A2A1(g)A2(g) + A1A3(g), 

and so on, with 

A .. == -\ [:I .. A(X)] , (1.10) n. UA ).-0 

A,.(g) == 1., [dd" .. A(zj g)]. (1.11) 
n. Z .-0 

The series (1.8) converges absolutely for JzJ ::; 1. 
In particular, at the physical point Z = 1, it give 
for all g 

'" 
A(g) = I: ~ .. (g). (1.12) 

.. -0 

This is of course just a rearrangementS of the 
ordinary Born series Ao + A1 + A2 + .... 

The calculation of A(g) from (1.12) and (1.9) is 
perfectly straightforward, once we have chosen a 
function A(zj g) with the properties (i)-(iv). This 
is not always a trivial task, since we don't usually 
know the precise locations X. of the singularities 
of A(x). But for purely repulsive potentials these 
singularities generally lie so far from the physical 
value X = g that it is not hard to make sure that 
none of them lie in D (g). 

Some progress can even be made towards op­
timizing the choice of A(zj g). If the singularity of 
A(A(zj g» closest to Z = 0 is at a distance p > 1 
then the radius of convergence of (1.8) will be p, 

and we may guess that (1.12) will converge roughly 
as fast as 

1 + P -1 + P -2 + ... . (1.13) 

Hence we want p as large as possible. It seems 
intuitively reasonable that in the optimum case all 
singularities of A(A(zj g» will be equally far from 
Z = 0, lying on some circle JzJ = p. We will adopt 
this as a guide in our choice of A(zj g). 

This method will be demonstrated in Sec. II by 
using it to rearrange the Born series for the scattering 
length in the case of an arbitrary strong repulsive 
short-range potential. This rearranged Born series 
is calculated up to third order for the Hulthen 
potential in Sec. III, and converges quite rapidly 
to the correct answer. 

II. SCATTERING LENGTHS 

We consider here an arbitrarily strong potential 
gV(r) which is purely repulsive, 

g> OJ VCr) ~ 0, (2.1) 

and is of finite range, in the sense that 

o The idea of rearranging a perturbation series is not new. 
See, e.g., J. Blair, N. C. Metropolis, J. von Neumann, A. H. 
Taub, and M. Tsingou, Math. Tables and other Aids to 
Computation 13, 166 (1956), and M. Rotenberg, Ann. of 
Phys. (N. Y.) 21, 579 (1963). We hope that the analytic ap­
proach presented here may help to illuminate this general 
idea. It is interesting that the rearrangement defined by 
Rotenberg's Eq. (18) is almost the same as generated here 
by taking A. as the Mobius transformation (3.17), differing in 
that we would get Rotenberg's series if we multiplied the 
amplitude by a simple function of z before expanding in z. 
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l'" rV(r)e'" dr < <Xl (some a > 0), 

l'" r2V(r)2 dr < co. 

(2.2) The singularities of a(A(z; g» are at 

(2.3) 

The scattering length in the .fth partial wave is 
defined by the zero-energy behavior of the phase 
shift, 

olk; g) --t -alg)k21+1/(U + 1)\\2. (2.4) 

The label.f will be dropped henceforth. 
It foIlows7 from (2.2) and (2.3) that a(g) may 

be extended to a meromorphic function a(A) of a 
complex coupling parameter A. The poles A, are 
given by the reciprocal eigenvalues of the zero-energy 
scattering kernel; in other words, they are the A 
values for which there just barely exist .(..wave 
bound states at zero energy. These poles all lie 
on the negative real axis with 

o > Al ~ A2 ~ ... ~ - (x). (2.5) 

The A, must not vanish, and must tend to - co 

faster than - v, because they obey a sum ruleS 

z. = peg) exp (iO.), sin2 (!O,) = - go/A •. (2.12) 

In addition there is an essential singularity at 
z'" = peg). In order that all z, lie equally far from 
z = 0 (as suggested in Sec. I) we want all 0, real, 
so that go is to be chosen to be real and to satisfy 

(2.13) 

It is easy to check that this A(z; g) has the 
properties (i)-(iv) listed in Sec. 1. In particular, 
(2.13) and (2.11) give 

peg) > 1 (2.14) 

for all g, so that the singularities z, always lie 
outside the unit circle Izl ::; 1. This can also be 
seen from the fact that the region D(g) in the A 
plane corresponding to Izl ::; 1 has as its boundary 
the lima(jon of Pascal: 

ge i8 

A(O) = [peg) + 1]2 [1 + 2p(g) cos 0 + peg?] (2.15) 

(0 ::; 0 ::; 211"), 

~ A~l = 2~!m1 {' rVer) dr. (2.6) and we can see in Fig. 1 that all A, lie outside D(g). 

For IAI < IAII, the scattering length 
calculated by the ordinary Born series 

a(A) = alA + a2A2 + aaAa + '" , 
where 

8m
2 1'" d 1'" d 1 1+2 11+2 a2=-U+10 ro rr r 

can be 

(2.7) 

(2.8) 

The rearranged Born series is now 

'" 
a{g) = :E a .. (g), 

.. -I 

where 

X V(r)V(r')r~r;l-l, (2.9) na(g) = (!r;)r[aa + (a2/g0) + (3al/16g~)], 
and so on. But (2.7) is useless for calculation of the and in general 
actual scattering length a(g) if 9 ~ lAd. 

We will rearrange the Born series by the method 
described in Sec. I, taking the mapping A as 

1 [it' '" '" ] 
a,.(g) = n\ dz" ~ a ... A (z; g) .-0 

( .) 4zp(g) 
A z, g = [peg) _ Z]2 go, (2.10) = p(g)-n t [m + n - 1] (4go)'''a",. 

... -1 2m - 1 

(2.16) 

(2.17) 

(2.18) 

where go is a parameter at our disposal, and peg) is The 
determined by the condition that A(1; g) = g, which series (2.16) is guaranteed to converge for 

any 9 > O. gives 
In order to maximize the rate of convergence 

(2.11) of (2.16), we must make peg) as large as possible. 
The optimum choice of the parameter go subject 

7 The properties of a(>.) quoted here are derived in Ref. 2. to the constraint (2.13) is therefore 

[1 + g/go]i + 1 
peg) = [1 + g/go]t - l' 

8 Reference 2, Eq. (96). The poles >.. are the reciprocals of 
the eigenvalue '1 •• (2.19) 
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which gives 

(2.20) 

As remarked in Sec. I, we expect the series (2.16) to 
convergemoreorlesslike 1 + p(g)-t + p(g)-2 + .... 
In the weak coupling case g« lXII, when the ordinary 
Born series already converges, we have 

(2.21) 

so we may expect (2.16) to converge about as fast 
as the ordinary Born series for a potential one­
quarter as strong. In the strong coupling case g» lXII, 
in which the ordinary Born series diverges, we have 

peg) r-.J 1 + 2(1XII/g)t, (2.22) 

so the series starts converging after about i(g/IXID' 
terms. 

It only remains to describe how we are to guess 
at the value of Xl, so that we can choose a go > 0 
which we are certain is less than Ixil but as close 
to it as possible. It is very fortunate that (2.6) 
provides an inequality 

[ 2 1'" J-l Ixll > 2t ~ lor VCr) dr . (2.23) 

Hence an acceptable strategy is to take 

go = [;.; 1 1'" r VCr) dr JI . (2.24) 

This will not be very far below the optimum value 
Ixll if the sum rule (2.6) is largely saturated by 
the 1/ = 1 term, as is usually the case. There are 
other sum rules9 which provide a larger lower 
bound on lXII, but (2.23) is good enough. 

If the potential VCr) is generally positive but 
becomes slightly negative for some r, then the 
poles X. will lie at two infinite sets of points X~-) < 0 
and X~+) > 0, with 

IX;+) I » IX!-) I. (2.25) 

The positive poles X~+) will certainly then lie far 
outside the region D(g) bounded by the limac;on 
(2.15), and the series (2.16) will converge with 
almost the same speed. As the attractive part of 
VCr) is deepened, the poles at X~+) will move in 
towards the origin, and (2.16) will break down 
when A~+) reaches g. For such potentials with 
strong attractive parts it is still possible to find 
some other mapping A which makes (2.16) converge, 
but the search for A requires accurate knowledge 
of the X~+), and the series will probably not converge 

• Reference 2, Eq. (79). 

very fast. In this attractive case the quasiparticle 
method seems more appropriate. 

In scattering problems at finite energy, the poles 
A. are complex. It is still possible to use the re­
arranged Born series (2.16) for some value of go, 
provided that the limac;on (2.15) can be made small 
enough to exclude all the X •• The smallest limac;on 
is obtained for go = 0, peg) = 1, in which case (2.15) 
reduces to the cardiod (the inner dashed curve 
in Fig. 1), 

A(8) = igei9[1 + cos 8]. (2.26) 

Hence (2.16) can always be used for some go if 
all A. lie outside this curve. At very low energy 
the X. for repulsive potentials lie close to the negative 
real axis, and hence outside (2.26). At very high 
energy the X. move to infinity, and hence certainly 
lie outside (2.26). At intermediate energies for strong 
repulsive potentials, it is possible that some X. 
enter the cardiod (2.26); in this case some other 
mapping, like (3.17), must be employed. 

III. AN EXAMPLE 

We will test the rate of convergence of the re­
arranged Born series (2.16) by comparison with 
the known results lO for 8-wave scattering by a 
Hulthen potential 

g VCr) = (g/2ma2)[exp (ria) - lrl. (3.1) 

The exact t = 0 scattering length here is 

'" 1 
a(g) = 2ga :E (:I + )' (3.2) ._1 7171 g 

Hence the nth-order term in the Born series (2.7) 
is given by 

an = 2a( - )"+lr(2n + 1), (3.3) 

where r is the Riemann zeta function. In particular, 

a l = 2ar(3) = 2.4041a, (3.4) 

a:l = -2ar(5) = -2.0738a, (3.5) 

as = 2ar(7) = 2.0167a. (3.6) 

Of course in a calculation with a less convenient 
potential we would not know the general formula 
(3.3), and we would have to calculate aI, a2, ... by 
actually doing the integrals in (2.8), (2.9), etc. 

The poles of a(X) are at 

X, = _71
2

, (3.7) 
10 R. Jost and A. Pais, Phys. Rev. 82, 840 (1951). 
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so the optimum choice of the parameter 00 would be 

go = lAd = 1. (3.8) 

This may be compared with the suggested choice 
(2.24), which would give 

go = 1/ s(2) = 0.61. (3.9) 

Our rearranged series will of course converge to the 
correct answer for either go, but it will be more 
convenient to do our numerical calculations with 
go = 1. If we didn't know the pole positions (3.7), 
we could use (3.9) or an estimate based on better 
sum rules,9 with little change in final results. 

The first, second, and third rearranged Born 
approximations (RBA) suggested by (2.16) are 

(1 RBA) a(g) ~ u1(g), (3.10) 

(2 RBA) a(g) ~ u1(g) + U2(g) , (3.11) 

(3 RBA) a(g) ~ U1(g) + U2(g) + Ua(O) , (3.12) 

with 

U1(g) = a1[4/ peg)] = 2.4041a[4/ peg)] 

U2(g) = (a2 + tal) [4/ p(g)]2 

= -0.8717a[4/ peg)]', 

Ua(g) = (aa + a2 + !sal) [4/ p(g)]3 

= 0.3947a[4/ p(g)]\ 

and 

(3.13) 

(3.14) 

(3.15) 

peg) = [(1 + g)' - 1]/[(1 + g)l - 1]. (3.16) 

The scattering lengths are presented in Table I for 
the ordinary and rearranged first, second, and third 
Born approximations, taking g = 0.1, 0.5, 1, and 2. 
At g = 0.1 all approximations give good results, 
but the rearranged Born approximations are notice­
ably better than the ordinary ones. At g = 0.5 the 
ordinary Born series is still converging, but rather 
slowly, while the 2 RBA and 3 RBA are still excellent. 
At g = 1.0 and g = 2.0 the ordinary Born series 
is completely useless (recall that Xl = -1), while 

TABLE I. Scattering lengths for s-wave scattering by the 
HultMn potential VCr) = (g/2ma 2 )[exp(r/a) - 1]-1 in units 
of the range a. The different columns list values obtained 
by the ordinary first, second, and third Born approximations 
[lBA, 2BA, 3BA1, the corresponding rearranged Born ap­
proximations [lRBA, 2RBA, 3RBA; see Eqs. (3.10)-(3.16)] 
and the exact values (EX) calculated from Eq. (3.2). These 
results are discussed at the end of Sec. III. 

g lBA 

0.1 0.2404 
0.5 1.202 
1.0 2.40 
2.0 4.81 

2BA 3BA lRBA 2RBA 3RBA EX 

0.2197 0.2218 0.2289 0.2210 0.2214 0.2215 
0.684 0.936 0.971 0.829 0.855 0.852 
0.33 2.34 1.65 1.24 1.36 1.34 

-3.49 12.66 2.58 1.58 1.97 1.94 

the rearranged series is still converging rapidly 
enough to give very good results in third order. 

We have also calculated a(g) in the 1 RBA and 
2 RBA, using instead of (2.10) the Mobius trans­
formation 

A(z; g) = ggoZ/[go + g(1 - z)] (3.17) 

which satisfies conditions (i)-(iv) of Sec. I for all g if 

o < go ::; 2 IX'!. (3.18) 

The optimum choice of go here is 

go = 2 IX1 1, (3.19) 

which puts the smallest singularity of a(A(zj g» at 

z'" = Zl = 1 + 2 lXII/g. (3.20) 

This is closer than the singularities (2.12), and 
indeed it turns out that the 1 RBA and 2 RBA 
derived from (3.17) are somewhat worse than the 
corresponding approximations based on (2.10). The 
Mobius transformation (3.17) maps the unit circle 
Izi ::; 1 into a region D(g) given by 

Ix - g2 I < g(go + g). (3.21) 
go + 2g - go + 2g 

This circle can always be made small enough to 
exclude any real or complex singularities Xp lying in 
the left half-plane. 
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Quantum Kinetic Equations for Electrons in a Periodic System * 
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University of California, San Diego, La Jolla, California 
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. The approach to equilibrium of a system of electrons in a periodic system is studied by deriving 
a kinetic equation in the self-consistent field approximation. The derivation based on the introduction 
of an hierarchy of equations for the s-body density matrices and employing a truncation scheme, 
valid in the self-consistent field approximation. The irreversibility is introduced by the adiabatic 
hypothesis of Bogoliubov. The kinetic equation takes proper account of the collective aspects of the 
electron system and includes the dynamic shielding. 

I. INTRODUCTION 

I N recent years a number of investigations have 
been devoted to the problem of the approach 

to equilibrium and the description of nonequilibrium 
phenomena of Coulombic many-body systems. The 
case of the classical plasma was studied thoroughly 
by several authors1

•
2 and a kinetic equation, valid 

in the limit that the number of electrons in the 
Debye sphere is large, was derived. This work was 
later extended to include quantum systems3 and 
phonons.4

•
6 In the quantum electron system the 

electron-electron interaction is treated in the so­
called random phase approximation (RPA)6 which 
is apparently equivalent to the self-consistent field 
approach (SCF) 7 and the quantum kinetic equations 
are valid as far as the RP A or the SCF approaches 
are valid. All of this work was concerned with 
spatially homogeneous systems only. 

In the present paper we attempt to include the 
effect of a periodic system, e.g., a crystal, on the 
kinetic equation for the electron system. We consider 
a system of interacting electrons in a perfect periodic 
lattice under the simplifying assumption that local 
field correction and hence electron-umkla pp pro­
cesses may be neglected. Starting from the Hamil-

* This work was supported by the U. S. Atomic Energy 
Commission. 

t On leave of absence from Technion, Israel Institute of 
Technology, Haifa, Israel. 

1 M. N. Rosenbluth and N. Rostoker, Phys. Fluids 3, 
1 (1960); R. Balescu, Phys. Fluids 3, 52 (1960); A. Lenard, 
Ann. Phys. (N. Y.) 10, 390 (1960); R. L. Guernsey, Phys. 
Fluids 5, 322 (1962). 

IT. H. Dupree, Phys. Fluids 4,696 (1961). 
I R. L. Guernsey, Phys. Rev. 127, 1446 (1962); R. Balescu, 

Phys. Fluids 4, 94 (1960); V. P. Silin, Zh. Eksperim, i Teor. 
Fiz. 40, 1768 (1961) [English transl.: Soviet Phys.-JETP 
13, 1244 (1961)]; H. W. Wyld, Jr. and D. Pines, Phys. Rev. 
127, 1851 (1962); H. W. Wyld, Jr. and B. D. Fried, Ann. of 
Phys. 23, 374 (1963). 

, D. Pines and J. R. SchriefIer, Phys. Rev. 125, 804 (1962). 
I A. Ron, J. Math. Phys. 4, 1182 (1963). 
8 D. Bohm and D. Pines, Phys. Rev. 92, 609 (1953). 
7 H. Ehrenreich and M. H. Cohen, Phys. Rev. 115, 786 

(1959). 

tonian of the system we derive an hierarchy of 
equations for the quantized density operators by 
a method developed in Ref. (5), where instead of 
employing the Liouville equation we use the Heisen­
berg equations of motion for the second quantized 
operators. Taking into account the statistics of the 
electrons, distribution functions and correlation func­
tions are introduced. The hierarchy of equations is 
truncated in a systematic manner consistent with 
the SCF approach and a closed set of equations 
is obtained. The irreversibility is then introduced 
by assuming with Bogoliubov8 that the two-electron 
correlation function relaxes and comes into equilib­
rium with the one-electron distribution function in 
a time much shorter than the relaxation time of 
the distribution function itself. 

n. THE GENERAL FORMALISM 

We consider a system of N electrons with a mass 
m and a charge +e in a crystal occupying a unit 
volume. The electrons are interacting via the 
Coulomb potential vCr) = e21r and moving in the 
periodic potential V(r) of the crystal. In the second 
quantization representation the Hamiltonian of the 
system reads (with h = 1) 

H = ~ J dr ~;(r{ - 2~ ::2 + V(r) J~~(r) 
+! J; J drdr' ~:(r)~;.(r')v(r - r')~~.(r')~~(r), (1) 

where ~;(r) and ~~(r) are, respectively, the creation 
and annihilation operators of the electrons with 
spin u and position r, satisfying the usual anti­
commutation relations 

[~ir), ~;.(r')]+ = o~~.lJ(r - r'), 

[~~(r), ~~.(r')]+ = [~;(r), ~:,(r')]+ = 0, ----

(2) 

8 N. H. Bogoliubov, Studies of Statistical M echanic8, 
edited by J. de Boer and G. E. Uhlenheck (North-Holland 
Publishing Company, Amsterdam, 1962). 

748 
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with the usual notations for 5 Kronecker and 5 
Dirac. 

Making use of the fact that in the Heisenberg 
representation an operator A (t) satisfies . 

i(iJA/iJt) = [A, H] = AH - HA, (3) 

we obtain for the creation and annihilation operators 

i a1/;;i
r
) = [ - 2~ ::2 + V(r) ]1/;u(r) 

+ ~ J dr'v(r - r')1/;!,(r')1/;u,(r')1/;u(r), (4a) 

and 

and so on. Equations (9) and (10) represent the 
lowest members of the hierarchy. The exact solution 
of the equations of the hierarchy is a hopeless task, 
and thus we shall resort to approximate methods 
of truncating the hierarchy. 

Before we turn to the approximations, it is 
convenient to introduce an antisymmetrization 
operator 

where P jk permutes the rj and rk' Now if we define 
new functions by means of 

Fu.(I, 1') = "Ydu.(I, 1') = tu.(I, 1'), 
(12) i iJ1/;ii

r
) = -[ -2~ ::2 + V(r) ]1/;!(r) 

- ~ J dr'1/;!(r)v(r - r')1/;!,(r')1/;u,(r'), 

Fu•u.(1, 2; 1', 2') = "Y2tu,u.(I, 2; 1', 2'), etc., 

(4b) and use the fact that "Y .. satisfies 

with the time t suppressed for simplicity. 
We now introduce the one-electron density matrix 

Fu.(I, 1') == FU.(rl' r~, t) 

== Tr {D1/;!.(rL t)1/;u.(r., t)} 

(5) 

where D is the density matrix of the whole system. 
In the same manner we define the two-electron 
density matrix 

Fu.u.(I, 2; 1', 2') = (1/;:.(rD1/;:.(r~)1/;U.(r2)1/;u,(rl»' (6) 

and so forth. In the Heisenberg representation D 
is time-independent, and the equations of motion 
of the F's are determined by Eq. (4); that is if 
we introduce the shorthand 

1 (iJ
2 

iJ2 ) T, = -2 !l2 - -2 - [V(r,) - V(rm, 
m ur, iJr~ 

W jj = vCr, - rj) - v(r~ - rD, 
and 

W'j = vCr, - r j ) - v(r~ - rj), 

we obtain the hierarchy of equations 

(i :t + T1)Fu.(I, 1') 

(7) 

(8a) 

(8b) 

= L: J dr2W 12Fu,u.(I, 2; 1'; 2), (9) 
u. 

(i :t + Tl + T2 - W12)Fu.u.(I, 2; 1', 2') 

= L J dra(W13 + W2a)Fu.u.u.(I, 2, 3; 1', 2', 3), (10) 
u. 

(13) 

and commutes with the operators T and W, we 
obtain from Eqs. (9) and (10) 

(i :t + T1)tu,(I, 1') = L: J dr2W12(I - 5 ••. u.P1 •2) 
u. 

x tu.u.(I, 2; 1', 2), (14) 

and 

= L: J dra(W13 + W2a)(1 - 5u •• u.P1.I 
u. 

- 5u •. u.P2 •a)tu.u.u.(1, 2, 3; 1',2',3). (15) 

To truncate the hierarchy we assume with 
Bogoliubov8 that the intrinsic correlation fUnGtions 
between particles can be treated as small, compared 
to the product of one-particle functions. For example, 
if we write 

tu.u.(1, 2; 1', 2') 

= tu.(I, I')tu.(2, 2') + gu.u.(I, 2; 1', 2'), (16) 

we can treat g as small compared to ff. This approxi­
mation rests on the observation that, roughly 
speaking, g is' proportional to the ratio (average 
potential energy)/(average kinetic energy) per 
particle, and dies out when the particles are far 
away from each other. The same argument applies 
to the higher correlation functions, and thus we have 
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fVlv.v,(I, 2, 3; 1', 2', 3') = fVl(I, I')fv.(2, 2')fv.(3, 3') 

+ fv,(I, I')gv.v.(2, 3; 2',3') 

+ fv.(2, 2')gvlv.(I, 3; 1', 3') 

+ fv.(3, 3')gvlv.(I, 2; 1', 2') 

+ hvlv.v.(I, 2, 3; 1',2',3'), (17) 

where h is small compared to fg, etc. 
It should be pointed out that Eqs. (16) and (17) 

do not carry the symmetry properties of the system, 
which is taken care of by the equations of motion 
[Eqs. (14) and (15)] themselves. 

If we now substitute Eqs. (16) and (17) into 
Eqs. (14) and (15), we obtain to first order 

[i :t + Tl - ~ J dr,WI2fv.(2, 2)}vl(I, 1') 

+ J dr.WI2tV.(2, I')tvl(I, 2) 

representation for the electrons in the periodic 
system seems to be the "Bloch wave" representation. 
We, thus, introduce the Bloch functions cf>,.,p(r) by 
the equation 

[ 
1 a2 1. 

- 2m ar2 + VCr) l'",/r) = E(n, p)cf>,.,p(r), (21) 

with the solution 

cf>,.,p(r) = e,p·ru .. ,p(r), (22) 

where, as usual, p is the quasimomentum, n rep­
resents the band, and un,p(r) has the periodicity 
of the crystal. 

In terms of the Bloch states we introduce the 
one-electron distribution function 

which can be written as 

tv(n, p) = (a!,p,.a .. ,p,v) (24) 

= L J dr,WI2gvlv.(I, 2; 1', 2), (18) with the normalization 
v, 

and 

[i :t + Tl + T2 - ~ J dr,(W1S + W2S) 

X t •. (3, 3) }vlv.(I, 2; 1', 2') 

- L J dra[W1stv,(I, I')gv.v.(2, 3; 2',3) 
v, 

+ W2sfv.(2, 2')gv.v.(I, 3; 1', 3)] 

= W 12fv,(I, I')fv,(2, 2') 

- J dra[W1atvl (1, I')tvl (2, 3)tv.(3, 2') 

+ W2atv,(I, 3)tv.(2, 2')tV l(3, 1')]. (19) 

It is to be noticed that, although we assume the 
average potential energy per particle is small 
compared to the average kinetic energy per particle, 
the long range of the Coulomb potential produces 
Hshielding" effects and thus terms including an 
integration over the Coulomb potential are not small. 
This does not apply, of course, to the "exchange" 
terms, where the range of the integration is reduced 
to the order of the de Broglie wavelength. This 
scheme is in the spirit of the SCF approach. 

Equations (18) and (19) are not yet suitable for 
further investigation, being integrodifferential equa­
tions in the configuration space, and one should 
seek for better representation for them. A "natural" 

N = L tv(n, p), (25) 
n,p,er 

In Eq. (24), a!,p,v and an,p,v are, respectively, the 
creation and annihilation operators for the Bloch 
electrons. Furthermore, we assume 

tv(I, 1') = L cf>:,p(r:)cf>,.,p(r)tin, p), (26) 
",p 

that is, the tv of Eqs. (16) and (17) corresponds 
to the diagonal terms of the density matrix in the 
Bloch representation, while the nondiagonal terms 
are incorporated into the correlation functions. This 
assumption may be argued to be in the spirit of 
our truncation scheme as a generalization to the 
periodic system case, of the usual treatment of 
homogeneous systems. It is justified a posteriori 
by the explicit dependence of the correlation function 
on the strength of the interaction. [Actually, it is 
proportional to the ratio (potential energy)/(kinetic 
energy) which is small for the systems under 
consideration.] 

We now introduce the shorthand CI. == n, p to 
represent the Bloch electron with the quasimomen­
tum p and band number n, and write 

gV'V.(Cl.l;Cl.2;CI.~,Cl.D = J drldr~dr2dr~cf>a.·(rD 
X cf>a.,(rDcf>!.(r2)cf>!.(r1)gv,v.(I, 2; 1',2') (27) 

with its proper inversion. It should be noticed that 
we have not omitted any Hoff diagonal" terms in g. 
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Further, we denote by Vk the Fourier transform 
of vCr) and by 71 the matrix element 

l1(a, a', k) = J drq,!,(r)e;korq,,,(r). (28) 

q 

x [Fu.(al l ai)FU.(a2' aD 

- F",(ai, al)Fu.(a~, a2)], (34) 

By neglecting local field corrections the latter reads where 

71(a, a', k) = 71(n, P, n', P + k) F.,(a, a') = f.(a')[1 - f.(a)]. (35) 

= 0p',p+k(n', P + kin, p), 

with 

(29) The remainder of the report is devoted to the solution 
of Eq, (34), which leads to the kinetic equation for 
the electrons in the crystal. 

(n', P + kin, p) = :0 i dru!', ,p+k(r)u .. ,p{r), (30) 

where the integral extends over the unit cell occupy­
ing the volume Vo, Equation (29) rests on the 
assumption that the core states of the atoms 
composing the crystal are sufficiently tightly bound, 
while the valence or conduction bands are sufficiently 
broad. 9 Using Eqs. (23), (26), (27), and (28) we 
obtain for Eq. (18) 

:t fu.(al) = -2 ~Vk ~ 1m {Gu.(al,ai,k)l, (31) 

where 

G",(al' ai, k) = :E, 71(al1 a~, k) 
vs,a •. a. 

x 11(a2. a~. -k)Yu.".(al. a2; a{, aD. (32) 

In deriving Eq. (31), use has been made of the 
fact that 

(33) 

We notice that in order to obtain the kinetic equation 
[Eq. (31)] one does not attempt to find the correla­
tion function, but rather a "moment" of it, given 
by Eq. (32). This feature is common to kinetic 
equations of other systems. 1 

,3,5 

To proceed, we transform Eq. (19) to the Bloch 
representation and obtain 

[i :t + E(ai) - E(al) + E(a~) - E(a2) ] 

q 

x E l1(aa, a~, -q)g ...... (a2' aa; a~, an 
tI,.a,a,' 

q 

III. THE ADIABATIC HYPOTHESIS 

By inspection one sees that Eq. (34) is a very 
complicated integral equation in the q, a, a' space 
and it is almost a hopeless task to solve it in general. 
Fortunately, only the combination 

g(B~, P-;) = l1(al, a', k) 

X 1](a2' a~, -k)g .. , ... (al' a2; ai, a~) (36) 

is of interest in order to obtain the kinetic equation, 
and we may proceed, having this in mind. For the 
sake of shorthand writing we have introduced in 
Eq. (36) the notation p± to stand for the spin q 

and the Bloch states a, a', with a == n, P and 
a' == n', P ± k, 

p± == u; n, P; n', P ± k. (37) 

If we now multiply Eq. (34) by 

l1(a, a{, kh(a2, a~, -k), 

we can cast this equation to the form (compare with 
Ref. 2) 

[i(a;at) + H(B~) + H(B-;)] 

X g(B~, P-;) = S(B~, p-;), (38) 

where H({3±) is the integral operator 

H(B=) = E(n~ P ± k) - E(n, p) 

- Vk I(n', p ± kin, p)12 (f..(n', p ± k) 

- f .. (n, p)] :E Op',Uk, (39) 
O',n,n' ,P,P' 

and the source term 

S(B~, (J-;) 

= Vk I(n{, PI + k I n l , PI)12 I(n~, P2 - k I n 2 , P2W 

X [F .. ,(nl' PI;ni, PI + k)Fu.(~, p2;n~, P2 - k) 

X E, l1(aa, a~, -q)g .. , .. ,(al, aa; aL a~) F (n' P + k'n p)F (n' p k'n p)] (40) 
'" • " •• IX. - u, I, I I 11 1 u. 2, 2 - , 2, 2 • 

----
• See, e. g., Ref. 7 and N. Wiser, Phys. Rev. 129, 62 (1963). In obtaining Eq. (38) we have made use of the fact 
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that 

The method of solution of Eq. (38), which is 
originally due to Dupree,2 rests on the observation 
that the inversion of the operator H ((3) is a much 
simpler problem, then the solution of the full 
integral equation for g, and that H(fJ~), H(fJ~) 
commute with each other, being functions of 
different variables. We give here a brief account 
of the method. It is recommended that the reader 
refers to the original elegant paper of Dupree2.1o 

for more details and interpreta,tion. 
We define an operator P(fJ±, t) by the equation 

[i(a/ at) + H(fJ"', t)JP(fJ"', t) = 0, (42) 

with the initial condition P(fJ"', 0) = I, where I is 
the unity operator. It should be pointed out that 
the operator H depends on the time only via the 
distribution function I. It is now evident by inspec­
tion that 

g(fJ~, fJ~, t) 

= -i { dt'P(fJ~, t - t')P(fJ-;, t - t')S(t'), (43) 

where the initial conditions for 9 were left out for 
convenience, being of no relevance to what follows. 
Thus the problem has been reduced to the solution 
of Eq. (42), which is of lower dimension and easier 
to treat, although not trivial. Once this has been 
accomplished, the right-hand side of Eq. (43) is 
a known functional of the distribution function I, 
and with Eq. (32), Eq. (31) is, in principle, an equa­
tion for I alone, as required for a kinetic equation. 

Unfortunately, we are not able to solve Eq. (42) 
in general. However invoking the physical assump­
tion, which is due to Bogoliubov,8 that the correla­
tion function of two electrons reaches an asymptotic 
value in a time short compared with the time in 
which the distribution function changes appreciably, 
Eq. (42) can be solved. This is the so called adiabatic 
hypothesis, which leads to an irreversible approach 
to equilibrium of the distribution function. Thus, 
in solving Eq. (34) or Eq. (38) we assume I to be 
time-independent and look for the asymptotic 
solution for g with the initial correlations washed out. 
To this end Eq. (43) is written as 

(44) 

[see Eq. (40)], and E is a small positive convergence 
factor, introduced to ensure the vanishing of the 
integrand at infinity, and the limit E ~ 0 is under­
stood. 

To proceed we employ the Laplace transform 
methods. Introducing the notations 

~(fJ"') = E(n', p ± k) - E(n, p), (45) 
and 

A(fJ"') = Vk I(n', p ± kin, p)12 

X [fa(n', p ± k) - la(n, p)] (46) 

in Eq. (39), we write Eq. (42) as 

[is + ~(fJ)]P(fJ, s) - A (fJ) L P(fJ', s) = iI, (47) 
fJ' 

with the formal solution 

"P(fJ'" s) __ 1_ " iI 
£...- ,- (s) £...- • + A(fJ"') , fJ± E", fJ± 'l.8 L.\ 

(48) 

P(fJ'" ) 1 
,s = is + ~(fJ"') 

X [iI + A(fJ"') L iI ] 
E",(S) fJ± is + ~(fJ"') , 

(49) 

where the dielectric functions, E",(S), are given by 

The correlation function now reads 

where the contours eland C 2 are the usual Laplace­
transforms inversion contours, located to the right 
of the imaginary axis, to ensure the convergence 
of the integrals. 

It is now convenient to rotate Sl and 82 by ±11", 
respectively, by choosing 81 = iZ l and 82 = -iz2, 

and to fix C~ and C~ to be straight lines parallel 
to the real axis in a distance - 01, +02 from this 
axis, respectively, 

(52) 

where the source term S is time-independent Performing the t integration under the requirement 

10 See also P. A. Wolff, Phys. Fluids 5, 316 (1962). E > 1m {Z2 - zd, (53) 
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we have we have introduced the following notations: 

{{3,t,} = I(n', p ± kin, p)12
, 

F({3,t,) = fa(n', p ± k)[l - fa(n, p)], 

(58) 

(59) 

(54) and 

If we now assume that the distribution function f is 
stable against small perturbation [thus E_( -iz) does 
not vanish in the upper half-planeJ, the expression 
P({3-;, -iZ2)S({3~, (3-;) is analytic, at least in the 
upper half-plane above the real axis, and vanishes 
as 1/z2 at infinity. We thus may close the Z2 contour 
by a large semicircle at the upper half-plane and 
perform the Z2 integration. The only contribution 
to this integral comes from the pole where Z2=ZI+iE 
[with Eq. (53)J, and yields 

g({3~, (3-;) = - i .. ~,ri P({3~, iz1) 

X P[{3-;, -i(ZI + iE)]S({3~, (3-;). (55) 

Substituting Eqs. (49), (40), and (36) one obtains 
now, in principle, the correlation function. 

Being interested in the kinetic equation, Eq. (31) 
tells us that we have to find only the imaginary 
part of 

G({3~) = L g({3~, (3-;), (56) 
fJ.-

the problem is somewhat simplified, and the integra­
tion over ZI may be carried out explicitly. To 
proceed we use Eqs. (48), (49), and (40), and make 
the change of variables Zl = w - io with 0 < E; 
we obtain 

of. 1"' dw 1 1m {G({3 I)} = 1m _", 27ri tl({3~) - w + i 0 

X {I + A({3~) L 1 } 
E(k, w) fJ. + tl({3~) - w + io 

X E*(~' w) b tl({32) : w + io Vk {{3~} {{3-;} 

X [F({3~)F({3-;) - F({3~)F({3-;)], (57) 

We have also denoted by E(klw) 

E(k, w) = E+(iw + 0) 

which leads, by explicit evaluation, to 

E_(-iw + 0) = E*(k, w), 

(60) 

(61) 

(62) 

where the star denotes the complex conjugate. If we 
exhibit the explicit expression for the dielectric func­
tion 

E(k, w) = 1 - V. L I(n', p + kin, pW 
l1,fI.II'.P 

X fa(n', p + k) - fin, p) ( ) 
E(n', p + k) - E(n, p) - w + io ' 63 

we recognize that E(k, w) of Eq. (63) may be con­
sidered as a generalization, to the nonequilibrium 
case, of the longitudinal frequency and wave-vector­
dependent dielectric function for electrons in a 
crystal, which was obtained by Eherenreich and 
Cohen. 7 It may be thus interpreted as the linear 
response of the electron system, while described by 
the eventual distribution function fa(n, p) to an 
external test charge with wave vector k and fre­
quency w. 

The evaluation of the w integration in Eq. (57) 
is somewhat tedious, but straightforward, as shown 
in the Appendix. It yields 

1m G({3~) = -7rVi {{3~} le[k, tl({3~)] 1-2 

X E {{3-;} o[tl({3-;) - tl({3~)] 
(J.-

X [F({3~)F({3-;) - F({3~)F({3-;)], (64) 

where the limit 0 ~ +0 is understood. In Eq. (57) and our final kinetic equation takes the form 

{L fa(n, p) = -211" E 2: E E v: I(nl' p + kin, pW I(ns, p' - k I ~2' p') 12 
at k p' .... n •• ' .. a' IE[k, E(nl' p + k) - E(n, p)]1 

X o [E(nl , p + k) - E(n, p) + E(ns, p' - k) - E(n2' p')] 

X {fa(nl, p + k)fa,(na, p' - k)[l - fa(n, p)][l - fa,(n2, p')] 

- fa(n, p)fa,(n2, p')[l - fa(nl' p + k)}[l - fa,(ns, p' - k)]}. (65) 
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Equation (65) is a generalization of the kinetic 
equation of electrons in spatially uniform system, 
as was obtained by several authors,3 to the case 
of electrons in periodic systems like crystals. It 
includes both the individual and collective aspects 
of the electron interactions, while embedded in a 
crystal. The dielectric function in the denominator 
represents a dynamic shielding of the electrons, due 
to their simultaneous motion in the periodic system. 
It may readily be seen that the kinetic equation 
has the equilibrium solution 

i.(n, p) = {exp [,6E(n, p) - ,8JL] + 1 r l 
, (66) 

and thus governs the approach to equilibrium of 
the system. In Eq. (66), {3 and JL are, respectively, 
the inverse temperature in energy units, and the 
chemical potential of the electrons. 

IV. DISCUSSION 

The present paper concerns the problem of 
extending known theories of the approach to 
equilibrium of an homogeneous electron system to 
the case of periodic systems. A kinetic equation 
for the electrons was derived employing a truncation 
scheme for the hierarchy of coupled s-body density 
matrices and using the adiabatic hypothesis to 
introduce irreversibility. The crucial mathematical 
problem is the solution of the integral equation for 
the correlation function in a periodic system. The 
kinetic equation, which takes into account both 
the individual and the collective aspects of the 
electron interactions, governs the dynamics of the 
system while approaching to equilibrium, i.e., to 
Fermi distribution for the electrons. 

Although one is able to derive Eq. (65) using 
an ad hoc method of transition probability with 
an effective potential of interaction3 (to include the 
dynamic shielding), we believe that the present 
method is more rigorous and may also be regarded 
as a justification of the former method. Moreover, 
the present method can be used to calculate the 
correlation function of two electrons,lo which is 
of great interest by its own merit (see, e.g., the 
Guernsey3 treatment of the average Coulomb 
energy). Furthermore, the adiabatic hypothesis, 
which is equivalent to the transition probability 
approach, may be relaxed for some cases of small 
perturbations around thermal equilibrium, when the 
validity of the hypothesis is questionable. Thus, 
a linearized transport equation can be developed, 
which does not carry the assumption of different 
time scales for the distribution and the correlation 
functions (see, e.g., Guernsey3). 

The kinetic equation we have obtained provides 
a physical description of the way equilibrium is 
established by both interband and intra band transi­
tions of the electrons in a crystal. It may also be 
applied to problems of transport theory in crystals, 
when the electron-electron scattering and band 
transitions are important. The generalization of the 
method used here to electron-hole systems (e.g., 
in semiconductors and semimetals) is straightforward. 

APPENDIX 

We wish to represent here a brief account of the 
derivation of Eq. (64) from Eq. (57). If we use 
Eq. (46), with A ({3±) of Eq. (46) rewritten as 

A(,8±) = vd{3± HF(,8±) - F(,8±)], (AI) 

we can write Eq. (57) as 

+ 100 dw 1m G(,8I) = 1m 2-----; 
_a> 1rZ. 

1 1 
X E(k, w)E*(k1w) 11(,8~) - w + i~ Vk 

X {(I - Vk L {{3~1 F(~~) - F(,8~! 
{I. + 11(,83) - w + '/,~ 

+ vk{{3~dF(,8~) - F(B~)l ~ 11(,8~) _1 w + i~) 
X {{3~ I L {,8-; I F({3~)F({3-;) - F({3~~F({3-;)}. (A2) 

{I,- 11({32) - w + '/,~ 
Now applying the summation operators in Eq. (A2), 
and collecting the terms left out after some cancella­
tions occur, we obtain in the curly brackets 

{,8~IF(,8~){b {,8-;111(,82tt~ + i~ 
+ t.= {,8~ I 11(,8;) F!!~ + i~ [1 - E*(k, w)]} 
+ term (F ~ F). (A3) 

If we substitute Eq. (A3) into (A2) we can carry 
out the integration of the terms with E*(k, w) by 
closing the contour in the lower half-plane. Since 
the integrals have no residues, we can discard the 
terms with E*(k, w) from Eq. (A3). Next we notice 
that 
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and Eq. (A3) reads 

{~~IF(t1~) b {,8~}F(t1~{~(,8~) ~ w - i8 

- 6.(t12) : w + i8] + term (F ~ F) 

= 2'/1"i L {,8~){ ~~ }[ F (t1~)F (t1~) 
~.-

(A5) 

1m G(t1~) 

= Vk L {,8~}{,8~ }[F(t1~)F(t1~) - F(,B~)F(,B~)] 
~-

x J ~ 8[w + ~(,B;)] If(k,lw)12 

1 
X 1m 6.(,8;) _ w + i8 ' (A6) 

Finally, we substitute Eq. (A5) into (A2) and obtain which, upon integration over w, leads to Eq. (64). 
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The mth-order energy-level spacing distributions P<")(x) for complex spectra are defined in terms 
of a general joint probability distribution P N( AIo ... AN) for N consecutive eigenvalues. The precise 
limiting processes involved are explained, and are subsequently used to obtain two formal representa­
tions of P<")(x). Both representations yield P<")(x) = x"';ml exp (-x) for statistically independent 
eigenvalues. One of the representations, which is an extension of Dyson's method for m = 0, 1, is 
applied to the superposition of n independent sequences of levels. General asymptotic results are found 
for the mth-order distributions for (a) small x, arbitrary n, and (b) arbitrary x with n -+ roo 

I. INTRODUCTION 

H EAVY and intermediate-weight nuclei and 
atoms have energy-level spectra which are 

quite complex. For such systems, statistical methods 
have been used to describe the level structure away 
from the ground state. Theoretical investigations 
of the statistical properties of energy-level spectra 
have been based on the concept of ensembles of 
matrices. 1 A matrix ensemble gives rise to a joint 
probability distribution function PN(A l , ••• AN) for 
N consecutive energy eigenvalues, AI, ..• AN (not 
necessarily ordered with respect to labeling). From 
this fundamental function, one can, in principle, 
determine (as N ~ (0) all statistical properties 
of spectra. 

The statistical properties of interest here are the 
mth-order spacing distributions. In particular, the 
present work is devoted to (1) the formal definition 
of the mth-order spacing distributions for all non­
negative integers m, (2) obtaining methods through 
which analytical calculations of these distributions 
can be realized, and (3) a discussion of the properties 
of these distributions for spectra consisting of n 
independently superposed sequences of levels. 

This work differs from prior discussions in several 
respects. First, we do not specify a particular matrix 
ensemble, and thus do not work with a particular 
function PN(AII ••• AN)' Second, we define the 
mth-order spacing distributions for all integers 
m ~ O. Previous efforts have been restricted to 

* This work is based on portions of a Ph.D. thesis sub­
mitted before the faculty of the State University of Iowa, 
July, 1963. 

t This work was supported in part by the Air Force Office 
of Scientific Research. 

t State University of Iowa Predoctoral Fellow 1962-63. 
§ Present address: Department of Physics, Case Institute 

of Technology, Cleveland 6, Ohio. 
I For a review of matrix ensembles and an extensive 

bibliography, see N. Rosenzweig, "Statistical Mechanics of 
EquaIly Likely Quantum Systems" in Statistical Physics 
(W. A. Benjamin Company, Inc., New York, 1963), pp. 
91-158. 

m ~ I, and even for these cases, definitions of the 
present type do not appear in the published literature. 
Third, we explain and make explicit use of the 
various necessary limiting processes in a formal way. 
This leads to a simple explanation of why the 
distributions of spacings relative to the mean nearest­
neighbor spacing, and not of the spacings themselves, 
are important. Fourth, we derive, from first prin­
ciples, two formalisms for practical calculations of 
the mth-order distributions. One of these is an 
extension of Wigner's infinite series representation 
for m = 0.2 The other derivation gives rise to a 
very natural extension of Dyson's methods for m = 0 
and m = 1.3 Fifth, we show that the case of n 
superposed sequences can be treated as a simple 
application of the latter formalism, without the 
necessity of detailed combinatorial analyses. 

II. DEFINITION OF mth-ORDER SPACING 
DISTRIBUTIONS 

For generality, we assume PN(Al, ... AN) to be 
defined for a ~ Ai ~ b, i = 1, 2, ... N. The real 
numbers a and b may be finite or infinite, with the 
restriction that a < 0 < b! PN(A l , ••• AN) is 
assumed to be a normalized distribution function, 

t ... t PN(Al, ... AN) aA l •• , aAN = 1. (1) 

The density of levels D-1(A) at the point A is just 

D-l(A) 

t PN(A, A2, A3, .,. AN) aA2 ••• aAN• 

(2) 

J E. P. Wigner, "Distribution Laws for the Roots of a 
Random Hermitian Matrix," 1962 (unpublished). 

IF. J. Dyson, J. Math. Phys. 3, 166 (1962). 
• This restriction is made for later (mathematical) con­

venience when we discuss spacing distributions in the neigh­
borhood of zero energy. Since the reference level of the energy 
scale is arbitrary, the restriction does not lessen the generality 
of what follows. 

756 
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The spacing distributions of interest physically apply 
to groupings of a finite number of levels in some 
domain R such that for all A in R, D-1(A) is essentially 
a constant D-1

• However, matrix ensemble formula­
tions require that the limit of infinite matrix dimen­
sionality (N -t co) be taken. In this limit, every 
point in [a, b] will have infinite level density. This 
is a consequence of the normalization condition, 
and is true for all reasonable ensembles. The only 
way which we can mathematically obtain a spacing 
distribution for a finite number of levels and still 
let N -t co is to let the measure of R shrink to zero 
as N increases. A consequence of this double limiting 
process is that it is not sensible to talk about the 
distribution of the spacings themselves. It is however 
possible and, in fact, highly suggestive to examine 
the distributions of spacings relative to the mean 
nearest-neighbor spacing D in R. 

For finite N, we define the conditional distribu­
tions 11m

) (0" I A): Given a level at A, the probability 
to find a level in (A + 0", A + 0" + dO") and m levels 
in (A, A + 0") is 11m )(0" I A)dO" (0" ~ 0). The corres­
ponding conditional mth-order distribution for 
spacings relative to D(A) is denoted by p1m

) (x I A): 

p1m )(x I A) = D(A)11m )(0" I A), (3) 

x == O"D-\A). (4) 

Finally, the entities of physical interest, which are 
referred to simply as the mth-order spacing dis­
tributions, are 

p~"')(x) == lim D(A)11"')(x I A). (5) 
N_aJ.CT_O 

The double limit is to be taken keeping x finite 
and fixed. It is usually convenient to examine the 
spacing distributions in a domain Ro centered about 
the origin. If this is done, the A dependence of 
p~",) (x) "disappears" and we call the resulting 
function p<m\x): 

(6) 

The philosophy used is that "suitable" matrix 
ensembles will give rise to level densities which are 
slowly varying functions of A near the origin. 
Adopting this restriction, the spacing distributions 
of particular interest are given by (5), with A = O. 

It now remains to express p<m>(x) in terms of 
the fundamental function PN(AI, '" AN). For this 
purpose, we introduce the following integral operators: 

O~S'»> == f dA k + f dAk , (8) 

Tk == O!2,V) - S~z.~). (9) 

Since the variables Ai are not ordered with respect 
to labeling, PN(A 1 , ••• AN) is symmetric under the 
transposition of any two variables Ai and Ak, i r6 k. 
Therefore 

[TiSkz
,») - TkS~z'~)]PN(AI' '" AN) = 0 (10) 

for all i r6 k. Furthermore, since all integrals are 
interchangeable, the commutator between any two 
of the above operators (with different subscripts) 
acting on PN(AI, .. , AN) must vanish. 

The conditional distribution 1<:) (0" I A) is obtained 
from PN(AI, ... AN) by the relation 

P(A)11°)(0" I A) = (N - 1){<rf O!A.AH)} 
k~l 

where 

(12) 

The factor (N - 1) arises from the fact that the 
level at A can be anyone of the first (N - 1) ordered 
eigenvalues (the largest eigenvalue has no level to 
its right). For t m

) (0" I A), the direct generalization 
of (11) is 

P(A)f1m)(0" I A) = (N - 1)(N ;;;, 2)fN

rr> O!A.>.H>} 

X {-]~l Il}"}'H)}PN(AI' ... AN-2, A, A + 0"). (13) 

The factor (N - 1) has the same meaning as before, 
while the binomial coefficient (N;.2) corresponds to 
the number of ways the m integration variables 
AN-m-l, AN-"., •.. AN_2 can be picked out of the 
(N - 2) variables Al1 ..• AN-2. Combining Eqs. (3), 
(4), (5), (6), and (13), we have 

pCm)(x) = lim, N(N - 1) 

X D2(A)(N ;;;, 2)fNfl2l O~A'}'Hl} 

X {-1[1 I?AHl}PN(Al, ..• AN-2, A, A + 0"). (14) 

Here, lim, is an abbreviation for the multiple limit 
operation N -t co, 0" -t 0, A -t 0, X = finite. Equa­
tions (14) for m = 0, 1, ... , etc. define the hierarchy 
of spacing distributions p<Ol(X), p(l)(x), .•• , etc. 
explicitly in terms of the fundamental function 
PN (Al1 ... AN)' 
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m. INFINITE SERIES REPRESENTATION OF p(m)(x) 

It is possible to examine (14) for large N so as 
to arrive at an infinite series representation of the 
mth-order spacing distributions. The method used 
is a direct extension of a procedure given by Wigner6 

for the case m O. We introduce the following 
two functions: 

J~m) == II ... IkOk+l ... ON-m-2{ (If II} 
l-N-m-l 

X PN(X1 , ••• AN-2' X, X + u), (15) 

£~m) == {g IjX(~If) TIX._Ifl Ia} 

X PN(X1 , ••• XN - 2 , A, A + u). (16) 

The label (X, X + u) is left off operators Ik and Ok 
for convenience. For large N, (14) can be rewritten as 

p(m)(x) = lim4 D2(X) [Nm+2/m!]J6 m
) • (17) 

Due to property (10), we may expand products of 
Tk operators as follows: 

{iI Tk}PN(Xl, .. , X" Xa+l' ... XN) 
k-l 

= {1; (;)II ... IjOj+l ... O.} 
X PN(X1 , ••• X., Xa+l' ... AN)' (18) 

whereupon £im
) can be written 

oem) _ N-2-(m+k) (N - 2 - (m + k») (m) 

""'k - L . Jj+k' 
j-O J 

(19) 

For large N, the binonial coefficient in (19) can be 
replaced by Njjj!. If, then, we multiply (19) by 
(_N)k/k! and sum both sides over k from zero 
to infinity, we find 

'" 

needed. For the very special case of statistically 
independent levels, however, (21) can be evaluated 
explicitly. In this case, 

(22) 

(23) 

The mth-order functions (23) are the Poisson dis­
tributions, which are already known to represent 
the differential probabilities that m points randomly 
placed on a line occur in an interval of length x.6 

Here they arise as a special case of a general formalism 
in the context of energy-level spectra. We show in 
Sec. V that the Poisson distributions are the limiting 
forms for a well-defined physical problem, the super­
position of many sequences of energy levels, each 
with a different symmetry character. 

IV. SECOND-DERIVATIVE FORM 

The purpose of this section is to obtain a general­
ization of Eqs. (98) and (106) of Dyson. 3 These 
equations express p(O)(x) and p(l)(x) as second 
derivatives of well-defined probability functions. 
Here, we are interested in similar equations for 
p(m)(x), 0 ~ m < co. Our results will be seen to 
be useful in the treatment of superposed sequences 
in Sec. V. 

We introduce a function Q1m
) (s, t), which rep­

resents the probability of finding m levels in the 
closed interval [s, t] and (N - m) levels outside this 
interval. In terms of PN(X 1, ••• XN) we have 

Q1m )(s, t) = 

(24) 

J6m) ~ L [( _N)k/k!]£~m). (20) Clearly, 
k-O 

In light of (17), 

p(m)(x) = lim4 D2(X)[Nm+2/m!] 

'" 
X L [( -Nl/k!]£km). (21) 

Expression (21) is the desired infinite series rep­
resentation for p(m,(x). It is the direct extension 
of Wigner's Eq. (52).2 

In general, one cannot evaluate all the £~m) for 
arbitrary PN(X 1 , '" XN)' and (21) is generally 
useful only when a few terms of the series are 

6 Wigner (Ref. 2) did not introduce integral operators, and 
performed the combinatorial analysis without their aid. 

1. (25) 

Our ultimate aim is to relate (24) to (14). The 
desired result is obtained by taking the second 
partial derivative of (24) with respect to sand t 
and then letting s ~ X ~ 0, t ~ X + u -t O. The 
differentiations can be carried out by expanding the 
I j and Ok in series, as done in (18).7 After some 

6 P. M. Morse, Thermal Physics (W. A. Benjamin Com­
pany, Inc., New York, 1962), p. 91. 

7 The differentiation procedure is outlined in some detail 
by H. S. Leff, "Statistical Theory of Energy Level Spacing 
Distributions for Complex Spectra," Ph.D. thesis, State 
University of Iowa, 1963. Also printed as S.U.I. Physics Res. 
Rept. 63-23. 
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algebra, one finds 

~ Q1"')(s, t) = - (N)[(N - m)(N - m - I)J~"') as at m 

- 2(N - m)mJ~m-l) + m(m - I)J~m-2)]. (26) 

Here J~"') corresponds to J~m) as defined by (15), 
but with A = s, A + U = t. In the limit of large N, 
(31) becomes (replacing m by k) 

(a 2/as at)Q~)(s, t) ~ -(Nk/k!) 

X [N2J~k) - 2NkJ~k-1) + k(k - I)J~k-2)]. (27) 

This expression can be effectively iterated by 
operating on both sides with the summation operator 
L;'-o L!-o, yielding 

J~"') ~ - [ml/Nm+2] a::t 
m 

X L (j + I)Q1"'-il(s, t). 
;-0 

Using (17), it follows that 

p(m)(x) = lim4 D2(S) a::t 

m 

(28) 

X L (j + I)Q1"'-;)(s, t). (29) 
i-O 

At this point it is convenient to transform variables, 
letting t - s = u, t + s = v, and 

Q~)(s, t) == M~)(u, v). (30) 

Equation (29) can then be rewritten as 
", 

p("')(x) = lim4 D2(X) L (j + 1) 
i-O 

X [~ M("'-;)(u v) - ~ M(m-j)(u V)]. (31) au2 N , av2 N , 

Clearly, (31) and (29) are equivalent. We have 
obtained the form (31) for the following reason. 
For actual complex spectra, it is expected that as 
t ~ s, Q1m

) (s, t) will be a function of (t - s) only/ 
and that "suitable" ensembles will give rise to 
functions with this property. If, in fact, this situation 
occurs, the second term of (31) gives zero contribu­
tion, and we haveS 

m 

p<m)(x) = d2/dx2 L (j + l)1/t(m-il(x) 
i=-O 

m ! 

= d2/dx 2 L L 1/t(k)(X). (32) 
!-O k-O 

8 Strictly speaking, this argument assumes that the limit 
and derivative operations commute. 

1/t(k) (x) is defined by 

1/t(k>CX) = lim4 M~>Cu, v). (33) 

The expressions (32) are much simpler than (29), 
but are applicable only if translational invariance 
exists in the proposed limit. It is expected that all 
ensembles of physical interest share this property.9 
For such ensembles, it is only necessary to find 
Q1m

) ( - s, + s), which simplifies calculations 
significantly. 

Expressions (32) are equivalent statements of 
what we call the second-derivative form. For m = 0 
and m = 1, they reduce to Dyson's Eqs. (98) 
and (106).3.10 For all nonnegative integers m, (32) 
has the simple interpretation of being the second 
derivative of a sum of well-defined probabilities S! (x), 

! 

S!(x) == L 1/t(k)(X), 
k-O 

,s1(X) = probability to have an interval of length u 
in a region of density x/u (centered about 
zero) containing no more than llevels. 

(34) 

It is understood that the zero point has been singled 
out for reasons of convenience. The derivation can 
be repeated without doing this. Physically, we 
expect the spacing distributions to be the same 
for all spectral regions which satisfy the require­
ments of complexity and slowly varying level 
density, and which contain a sufficient number 
of levels for statistical analyses. Hopefully, Eqs. (32) 
will prove useful in analytic calculations of p<m) (x) 
for m ~ 2, as they have for m = 0 and m = 1. 
For the case of statistically independent levels, 
the second-derivative form also yields the Poisson 
distributions, since for large N, 

Q1m )(s, t) 

= (~)[J.' peA) dA J[ 1 - J.' P(s) ds ]N-"', (35) 

which yields 

9 It can be shown that QN(m)(S, t) is translationally in­
variant for finite N, if (a) P N(}'l + Ll, A2 + Ll, ... AN + Ll) = 
PN(A1, A2, ••• AN) for all real Ll, (b) b = -a, and (c) 
PN(A1 •.. Ai + 2b, ... AN) = PN(A1, ... Ai, .•• AN)' These 
three properties are satisfied by Dyson's ensembles. Other 
ensembles, such as the Gaussian ensemble, evidently possess 
the translational-invariance property only in the full limit 
8 -> A -> 0, t -> A + U -> 0, N -> co, x being finite. 

10 It was learned after the completion of this work that 
an alternate derivation of (32) has been given by P. B. Kahn, 
Proceedings of the Symposium on Statistical Aspects of 
Energy Levels of Complex Systems, State University of New 
York, Stony Brook. New York, 1963. However, this deri­
vation does not explicitly utilize PN(A1, ... AN), and does 
not make use of the multiple limiting processes. A similar 
derivation for m = ° can also be found in Ref. 1. These 
derivations are considered to be less basic than the present 
work. 
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1/I(m)(x) = xmjm! exp (-x). (36) 

Application of the second-derivative form to (36) 
shows that, for the case of statistically independent 
levels, 1/I(m) (x) and p(m) (x) are identical. Therefore 
this result is identical to (23). 

V. APPLICATION TO SUPERPOSITION OF 
INDEPENDENT SEQUENCES OF ENERGY LEVELS 

The basic formalisms of Secs. III and IV presum­
ably allow us to calculate spacing distributions 
for any type of complex spectra, if the functions 
PN(Ah ... AN) are known for the particular spectra 
of interest. In matrix ensemble theories, one applies 
the function PN(A1, ... AN) to sequences of levels 
of the same symmetry character. 11 Levels of different 
symmetry character are statistically independ­
ent/· 3

•
12 and each particular sequence presumably 

has the same spacing distributions p(O)(x), p(l)(x), 
. .. , etc. Here, we use these facts to develop a 
formalism for finding the mth-order spacing dis­
tributions for spectra containing two or more 
sequences, each of a different symmetry character. 
This problem was originally investigated in detail 
by Rosenzweig and Porter for m = 0.12 The present 
work is valid for integers m ~ O. The method is 
different from that of R-P, and is believed to be 
more transparent. 13 

It is not necessary to specify PN(Ah ... AN) for 
spectra with mixed sequences. One need only work 
with the functions 1/I(m,(x) and the second-derivative 
form (32). Consider the superposition of n independ­
ent sequences, each sequence labeled with the index 
i: i = 1, 2, ... , n. As before, we are interested in 
a region of the spectrum where the level density is 
essentially constant. Let the mean level density 
for sequence i be denoted by D~l. The mean density 
for the mixture of sequences is just 

n 

D-1 = L: D~l. (37) 

The fractional level densities a, are defined by 

ai = DjD,. (38) 

Clearly, from (37), the sum of the fractional densities 
is unity. In this section, the symbol x will refer 
to spacings relative to the total mean nearest 
neighbor spacing D. Therefore, the mth-order spacing 

11 A sequence of a given symmetry character in nuclear 
spectra, for example, means a set of levels from a given isotope 
with a given spin and parity. 

IJ N. Rosenzweig and C. E. Porter, Phys. Rev. 120, 1698 
(1960). 

11 The author is indebted to N. Rosenzweig for suggesting 
this procedure. 

distributions for sequence i are determined via (32) 
by the functions 1/I(0'(aix), 1/1 (1 '(a ,x) , ... 1/I(m) (aix). 
The object here is to explicitly use the statistical 
independence of the sequences to determine the 
set of functions 'lF~m)(x) which replace the 1/I(m)(x) 
in (32) when two or more sequences are present. 
By definition, 'lF~m)(x) = 1/I(m) (x). The spacing dis­
tributions for the mixture will be denoted by 
p~m) (x). The second-derivative form is just 

p~m) (x) = d
2

2 f ± 'IF!k) (x). (39) 
dx 1-0 k-O 

One can verify by a simple probability argument 
that 

n 

II 1/I(0)(aix), (40) 
i-l 

'IF!1)(x) = j;r 1/I(l)(aiX){ g1/l(0)(a;x)} , (41) 

'lF~2) (x) = ! j;; 1/1(1) (aix) 1/1(1) (ajx){tt j 1/1 (o,(akx) } 

n 

+ L: 1/1(2) (aix){ II 1/1(0) (ajx) }, (42) 
i-l iFi 

n 

'lF~3) = l L: 1/1(1) (a,x) 
ir'ip6.k 

+ ! j;; 1/I(2)(a,X)1/I(l)(a;x){j):,. 1/1 (O,(akx) } 

+ j;r 1/1(3) (aix){g 1/1(0) (a;x)} , (43) 

... , etc. The prescription given by (39)-(43) and 
their natural extensions allows one to find P!m) (x) 
for arbitrary nand m, given 

aI, ... an, 1/I(0)(x), ... 1/I(m)(x). 

Using several very general properties of the 
functions 1/I(m)(x), one can obtain the behavior of 
p!m) (x) for (i) arbitrary nand m as x ~ 0, and 
(ii) arbitrary m and x as n ~ CD. This is now done. 

From the definitions of Q1m) (8, t) and 1/I(m) (x), 
it is clear that 

(44) 

Furthermore, 1/I(m) (x) must approach zero for all 
finite m as x ~ CD, which implies that 

(45) 

We can obtain djdx1/l(m)(x) 1,,-0 by inverting (32) 
to express each d2/dx21/1(m>Cx) as a linear combination 
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of the p('l(X), i :s; m. The inversion of (32) is 
accomplished by treating each distribution p (j) (x) 
and each function (d2jdx2)t/t(;l(X) as components 
of vectors p and q, respectively. The dimensionality 
of these vectors is infinite, but we only need concern 
ourselves with finite-dimensionlll subspaces. (32) 
takes on the form p = Aq, where 

p = (P(Ol, p(l), •.• p(m), •.. ), 

q = (d2/dx2t/t(0) , d2jdx2t/t(t) , •.• d2/dx2t/t(m), ... ), 

100 

2 100 

A= 32100 

432 100 

5 

For small x, using (40)-(43), we find 
,. 

i'~Ol(X) = 1 - x + L: a,ajx2 

i<i 

(51) 

,. 
i'~l)(x) = x - 2 L: a.ajx2 

i<i 

(52) 

,. 
'T',.(2) (x) = '" 2 ,.. L..J a.ajx 

i<i 

+ [t b2a~ - 3 t a.ajalo]x3 + '" , 
,-1 i<i<k 

(53) 

i'~3)(X) = Lj;~ a.ajak + ~ b3a~Jx3 + (54) 

.. 
i'~il(X) = L: b;a~x3 + ... for j ~ 4. By induction, one finds that the inverse of A has .-1 (55) 

elements 

i, j = 0, 1,2, ... 

Therefore, we may write 

(d2jdx2)t/t(m) (x) 

= p(m)(x) _ 2p(m-ll(x) + p(m-2)(x) (46) 

for all m, if we define p<ml(x) to be zero for m < O. 
Integrating (46) and applying (45), we find 

(djdx)t/t(m)(x)lz_o = -OmO + Oml' (47) 

Furthermore, since p (m) (0) necessarily vanishes for 
m> 0, 

(d2jdx2)t/t(m)(x)lz_0 = (Omo - 20ml + Om2)P(0)(0). (48) 

From (44), (47) and (48) we deduce 

t/t<m'(x) = omO + (Oml - OmO)X 

+ !p(o,(O)(OmO - 20ml + Om2)X2 + bmx3 + .... (49) 

For the cases of physical interest, where matrix 
ensembles are used to obtain PN(}'l1 ... AN), it is 
well-known that the probability to find two (or more) 
equal eigenvalues is zero. 1 Therefore, for our 
purposes, p(O) (0) = 0, and the functions t/t(m) (x) 
do not contain terms proportional to x2

• The co­
efficients b", can be expressed, using (46), as 

b .. = H(djdx)p(m) - 2(djdx)p(m-l) 

Therefore, to first order in x, 

p~m)(x) = 2[ ~ a.a;]Omo 

- 6X[ t a.a;ak][omo - 6.,11 
i<i<k 

+ 6X[ ~ a~] ~ (j + 1)bm_;. 

From (56) one easily obtains p!ml (0) and 

djdxp!m) (x) Iz-o. 

(56) 

For m = 0, the results are in exact agreement with 
Rosenzweig and Porter.12 For m > 0, the results 
are new and there exists no basis of comparison 
at present. 

If a large number n of sequences are superposed, 
the fractional densities ai, '" an will generally be 
very small. In the extreme case, as n ~ <Xl, each 
a. will almost always approach zero. To analyze 
the situation, we assume that all fractional densities 
are equal; i.e., a, = 1jn for i = 1, 2, ... , n (this 
restriction can be relaxed to some extent). As n 
becomes large the functions i'!m) (x) behave in the 
following way: 

i'!m'(x) ~ (:}x jn)m(1 - x/nt-m 

(57) 

(50) Using (39), the spacing distributions are the Poisson 
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distributions which we encountered in connection 
with statistically independent eigenvalues. Here, as 
we superpose an infinite number of sequences, we 
essentially force an infinite number of uncorrelated 
levels into each region of the spectrum. The condition 
a, = lin can be relaxed to allow a finite number j 
of sequences with different fractional densities (each 
of which approaches zero) and (n - j) sequences 
with equal fractional densities, with the same result. 
Evidently, if the sequences are such that one a, 
doesn't approach zero, the levels of this sequence 
"compete" with the uncorrelated levels with 
sufficient strength to prevent the Poisson distribu­
tions from occurring. 

Although we have only applied the present 
formalism for superposed sequences to special cases, 
it is amenable to numerical calculations of p~m) (x) 
for extended ranges of x, provided that 1/1(0) (x), 
1/1(0 (x), ... , 1/I(m) (x) are known. For m = 0, Rosen­
zweig and Porter accomplished this with their 

formalism, using an approximation for 1/I(0)(X).12 

Similar calculations for m = 1 have been made 
recently with the present formalism,14 and the 
higher-order cases will undoubtedly be explored in 
the future. 16 
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The investigation of a large class of ensembles in the statistical theory of energy-level spectra is 
initiated. Each member of this class is characterized by a joint probability density for N consecu­
tive eigenvalues of the form 

where a ~ Xi ~ b, and {3 may be 1, 2, or 4. Formal calculations of the nearest-neighbor spacing 
distribution and the level density are made for (3 = 2. Results are in terms of asymptotic properties 
of orthogonal polynomials. It is conjectured that spacing distributions are relatively insensitive to 
the function/CX) and the interval [a, b]. When/eX) = 1 and b = -a = 1, the resulting (Legendre) 
ensemble has the same spacing distribution as the Gaussian and Dyson ensembles. The level density 
is concave upward and rapidly increasing for X ~ 0, qualitatively resembling actual nuclear and 
atomic densities. This feature is not present in previously investigated ensembles. Certain invariant 
matrix ensembles introduced by Dyson, which are of the above type, have the same level density 
and nearest-neighbor spacing distribution as the Legendre ensemble. 

I. INTRODUCTION 

T HEORIES involving ensembles of matrices have 
been used extensively in attempts to explain 

various statistical properties of atomic and nuclear 
spectra. I In particular, analytic calculations of 
spacing distributions and level densities have been 
made for both the Gaussian and Dyson ensembles.2

-
4 

These have shown that while the latter two ensembles 
give rise to the same nearest-neighbor spacing dis­
tributions, their level densities are markedly different. 
The essence of the present paper is to initiate the 
analytical investigation of still other ensembles in 
order to observe the sensitivity of the level density 
and spacing distributions on the specific ensemble 
which is used. 

The Gaussian ensembles, which were first proposed 

* This work is based on portions of a Ph.D. thesis sub­
mitted before the faculty of the State University of Iowa, 
July, 1963. 

t This work was supported in part by the Air Force Office 
of Scientific Research. 

+ State University of Iowa Predoctoral Fellow 1962-63. 
§ Present address: Department of Physics, Case Institute 

of Technology, Cleveland, Ohio. 
1 For a review of matrix ensembles and an extensive 

bibliography, see N. Rosenzweig, "Statistical Mechanics of 
Equally Likely Quantum Systems" in Statistical Physics 
(W. A. Benjamin, Company, Inc., New York, 1963), pp. 
91-158. 

2 E. P. Wigner, "Proceedings Gatlinburg Conference on 
Neutron Physics by Time of Flight," ORNL 2309,67 (1956), 
(Unpublished). Also, see Proceedings of the Fourth Canadian 
Mathematics Congress (Toronto University Press, Toronto, 
Canada, 1959), p. 174. 

3 M. L. Mehta, Nucl. Phys. 18, 395 (1960); M. L. Mehta 
and M. Gaudin, ibid. 18, 420 (1960); M. Gaudin, ibid. 25, 

by Wigner,5 are characterized by the joint proba­
bility density 

GN~(XI' ... XN ) 

= K;;~ exp (- t X~/(2) II IXc - xd~ 
i-I k<' 

(1) 

for N consecutive eigenvalues Xl' X2, ••• XN (not 
necessarily ordered with respect to labeling). KN~ is 
a normalization constant, u is a free parameter and 
- <X> < Xi < + <X> for i = 1,2, ... , N. The param­
eter {3 may take on the values 1, 2, and 4. The 
case {3 = 1 corresponds to physical situations where 
time-reversal invariance exists, and where either 
the total angular momentum is conserved or the 
total number of half-integer spin particles is even. 
{3 = 4 corresponds to time-reversal invariant 
systems with an odd number of half-integer spin 
particles and nonconserved total angular momentum. 
(3 = 2 corresponds to systems which are not time­
reversal invariant. The Dyson ensembles are charac­
terized by the joint probability density 

• ., ON) 

= CN~ II lexp (iO,) - exp (iO;W. (2) 
i<i 

Here the Oi are identified with the energy eigenvalues 
although they originate in the eigenvalues exp (iO,) 
of unitary matrices. CN~ is a normalization constant, 
{3 has the same meaning as above, and -11" ::; 0, ::; 11". 

447 (1961). 
'F. J. Dyson, J. Math. Phys. 3, 140, 157, 

Ii To be precise, Wigner proposed only the case {3 = 1. 
166 (1962). See footnote 2. 
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In the present paper we propose the investigation 
of a class of ensembles which have joint probability 
densities of the form 

The consideration of small Ai arises because spacing 

Here, a :$ A, :$ b, where a and b need not be specified. 
nN~ is the normalization constant and fJ is 1, 2, or 4, 
as before. The functions teA) are required to be 
integrable and to possess finite moments over [a, b]. 
The purpose of examining this particular class of 
ensembles is simply to investigate the dependence 
of the spacing distributions and level density on the 
function teA) and the interval [a, b]. It is well to 
point out that while (1) and (2) are obtained from 
invariant matrix ensembles, the matrix ensembles 
giving rise to (3) are unknown in general. 6 

The choice of the functional form (3) is prompted 
by several considerations which shall now be 
enumerated: 

1. The factors IIk<' IAk - Ad~ are a general 
consequence of Hermitian matrix ensemble con­
siderations7 and therefore must be included. 

2. In general, PN~(A" .,. AN) will contain a 
factor F(A" ... AN) rather than II, teA,). However, 
ensembles of this very general type cannot be treated 
analytically via the Mehta-Gaudin methods of de­
terminantal integration. The special cases for which 
F(A" ... AN) = IIi t(A.) are the only known 
ones which are amenable to analytical investigation. 

3. A completely different way to arrive at (3) is 
to relate Hermitian matrix ensembles to the Dyson 
ensembles given by (2). The latter arise from con­
siderations of ensembles of unitary matrices S which 
are unspecified functions of the Hermitian Hamil­
tonian matrices H. As Dyson states, no functional 
form S(H) is specified since such a function cannot 
be correct globally.4 However, spacing distribution 
calculations are dependent on local rather than 
global properties. 8 Therefore, one might attempt a 
specification of S(H) which allows one to obtain a 
formal relationship between the distribution of 
Dyson's 0, variables and the eigenvalues A,. When 
this is done, one finds that for small Ai, Dyson's 
distribution (2) is tantamount to a distribution of 
the A, which is of the form9 

(3) distributions are ordinarily calculated in shrinkingly 
small intervals centered about A = O. tN~(A,) is 
dependent on the particular functional form S(H) 
as well as on Nand fJ. The Nand fJ dependence 
of tN~(A,) makes the above expression untractable, 
in general. However, the form is highly suggestive 
of (3). Unless tN~(A,) exhibits pathological behavior 
near the origin, it is expected that the replacement 
of some function t(A,) for tN~(A,) will not affect 
the spacing distributions. This means of arriving 
at (3) is admittedly crude and largely heuristic, 
but is retained for the following reasons. Dyson's 
ensembles allow (in principle) all possible functional 
forms S(H). The overwhelming majority of the 
ensemble members evidently have the same nearest­
neighbor spacing distributions. Since the factors 
Ilk<! IAk - A/I~ are present for all choices of S(H), 
they are suspected of being mainly responsible for 
these "universal" distributions. This argument 
minimizes the importance of the functions tN~(A,) 
and indeed could be carried to the point of replacing 
these functions by constants. (This is done in fact 
in Sec. III.) Here, we go only to the point of replacing 
the tN~(A,) by t(A,) and ask the question: How does 
changing teA) affect the spacing distributions and 
the level density? Throughout, we do not consider 
the interval [a, b] to be of importance in spacing 
distribution calculations because the latter are per­
formed locally about A = O. We need only require 
that a < 0 < b. 

, Some specific cases are known; for example, (1). Others 
are discussed in Sec. IV. 

7 H. S. Leff, "Statistical Theory of Energy Level Spacing 
Distributions for Complex Spectra," Ph.D. Thesis, State 
University of Iowa, 1963, and S. U. 1. Physics Res. Rept. 
63-23. Here, the class of ensembles (3) are called "generalized." 

8 H. S. Leff, J. Math. Phys. 5, 756 (1964) (previous paper). 
o The details are contained in Ref. 7. 

4. Finally, we point out that the choice of (3) 
on the above grounds does not allow a conclusion 
that the resulting global level density will be at all 
meaningful. Our attitude here is that it teA) and 
[a, b] do not significantly affect the spacing distribu­
tions, we can search for particular ensembles which 
yield qualitatively correct global level densities. The 
Gaussian and Dyson ensembles are both lacking 
in this respect. 

The special case fJ = 2 allows a particularly 
simple formal investigation of the nearest-neighbor 
spacing distribution and level density for (3). This 
investigation constitutes Sec. II. We find that all 
results are in terms of certain asymptotic properties 
of orthogonal polynomials which are uniquely 
defined with respect to the weight function teA) 
and interval [a, b]. 

It is tempting to begin the proposed investigation 
by picking specific ensembles which give rise to 
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well-known orthogonal polynomials. This allows the 
exploitation of known asymptotic properties of these 
functions without unnecessarily detailed mathe­
matical analyses. Since the classical polynomials 
are the most well known, these should undoubtedly 
be examined first. The Hermite polynomials arise 
in the study of the Gaussian ensembles, which have 
already been investigated extensively. The simplest 
of the remaining classical polynomials are the 
Legendre functions. These appear if we choose 
I(A) = 1 and b = -a = 1. With this choice the 
ensemble represented by (3) is given the name 
Legendre. The Legendre ensemble is investigated in 
Sec. III. 

Some results for Jacobi polynomials lO are con­
tained in Sec. IV, which consists of a discussion 
and evaluation of our main results. The Laguerre 
polynomials are not treated.l1 

II. FORMAL CALCULATIONS FOR ~ = 2 

In this section we follow the general methods 
of Mehta and Gaudin3 in formal calculations of 
the level density and nearest-neighbor spacing dis­
tribution for ensembles characterized by (3), with 
{3 = 2. The specific Mehta-Gaudin techniques which 
we use consist of three main parts. First, the product 
IIk<1 IA~ - Ad 2 can be written as a determinant 
which is named after Vandermonde, 12 

II (AI - Ak) = IAL A~, ... A~I. (4) 
k<1 

The right-hand side is a convenient way to depict 
the determinant in terms of its (j + l)th typical 
row, i = 0, 1, .. , (N - 1). Second, each power 
of Ai can be expressed as a linear combination of 
suitably chosen orthogonal polynomials. Third, the 
necessary integrals can be carried out using an 
extension of a theorem due to Gram. 13 

Before proceeding to the level density calculation, 
we recapitulate several well-established facts in the 
theory of orthogonal polynomials. 14 Let ek denote 
the kth moment with respect to the weight function 

10 After completion of this work, investigation of Jacobi 
and Laguerre ensembles were made by P. B. Kahn, C. E. 
Porter, and Y. C. Tang (to be published). A preliminary 
report is in the Proceedings of the Eastern Conference in 
Theoretical Physics, University of North Carolina (1963) 
(unpublished). 

11 Our previous requirement a < 0 < b does not allow the 
use of the Laguerre polynomials without some modification. 

12 See R. Bellman, Introduction to Matrix Analysis, (Mc­
Graw-Hill Book Company, Inc., New York, 1960), p. 186. 

13 Ref. 1, pp. 149, 150 contains a discussion of this. 
14 A. Erdelyi, W. Magnus, F. Oberhettinger, F; G. Tricomi, 

in the Bateman manuscript project, Higher Transcendental 
Functions, edited by A. Erdelyi (McGraw-Hill Book Com­
pany, Inc., New York, 1953), Vol. 2, pp.'153-227. 

I(x) over a ~ x ~ b. It is possible to construct 
nth-degree polynomials P .. (x) which are orthogonal 
with respect to I(x) over the interval [a, b]. This 
construction, which is not elaborated upon here 
(see Ref. 14), involves only eo, ... e2 .. -1 and k", 
the coefficient of x" in the polynomial p,.(x). The 
p,,(x) are unique within a normalization constant, 
and obey the orthogonality condition 

t Pm(X)p .. (x)/(x)dx = h .. 5m", (5) 

h .. being expressible in terms of the ek and k ... From 
the foregoing, one can derive a general recurrence 
formula for the Pn(X) , from which the so-called 
Christofl'el-Darboux formula results, 
(,,-1) 

L: h~lpi(X)P;(Y) = [k"-d(k,,h"-I)](X _ y)-I 
i-O 

x [P,,(x)p"_I(Y) - P"_I(X)P,,(Y)]. (6) 

Finally, we point out that one may write 

" 
Pn(X) = L: dt)xi (7) 

j-O 

where d~") = k .. , and the din) for 0 ~ j ~ (n - 1) 
are obtainable in terms of the moments ek. 

In order to apply the second Gaudin-Mehta 
technique to (4), we multiply row one by dri°) , 
row two by d?), ... , row N by d;,,~~1), and divide 
the entire determinant by II~:~ dkk

). Multiply 
(mentally) row one by (dril ) /dri°» and add it to 
row two. The resulting first and second rows have 
the typical elements Po(Aj) and PI(Aj), respectively. 
Continuing similar manipulations with rows 3 to N, 
we find that (4) can be replaced by 

II (XI - Xk ) 
k<1 

Having obtained (8), we now proceed to calculate 
the density of levels, which is equal to N multiplied 
by P(X)-the probability density for finding a level 
at X. Clearly, we may write 

N 

NP(X) = L: Wk(X), (9) 
k-I 

where Wk(X) is the probability density for finding 
Ak = X. 
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Combining (3) and (8) one notes that the integrand 
of (9) is symmetric under the interchange of any 
two of the Xk • Therefore, the ordering of the integra­
tions can be removed (dividing by NO. Expansion 
of the squared determinant allows the direct applica­
tion of (5) to yield 

NP(X) = N! O;MC1l.) 

(11) 

previously), we find that 

Q~)(-O", 0") = I/N! t ... t IUj(X1), 

X Uj(X2), ••• Uj(XNW dXI ... dXN. (16) 

A further technique, separate from the three 
already mentioned, is due to Gaudin. 16 We notice 
that (16) is the Fredholm determinant of the integral 
equation 

The normalization constant ON2 is easily evaluated E(N)I{!(Z) = f. KN(z, y)l{!(y) dy, (17) 
by demanding that the integral of NP(X) over [a, b] 
be equal to N, the total number of levels. This yields if E(N) is set equal to unity and the kernel is 

CN-l) 

ON2 = N! II (hik~2), (12) 

from which it follows that 

NP(X) = (kN-I/kNhN_I)!("A) 

X [PN_I("A)P~("A) - PN("A)P~_I("A)]. (13) 

p/,(X) represents the derivative of PN(X) with respect 
to X. In order to find NP(X) for large N, the asymp­
totic forms for PN(X) and pMX) usually must be 
known. Specific application of (13) is made in 
Sec. III. 

We now carry out a formal calculation of the 
nearest-neighbor spacing distributions resulting from 
(3) for (3 = 2. We use the known fact 16 that the 
nearest-neighbor spacing distribution p CO ) (x) is 
given by 

(14) 

Here, ""CO) (x) is the probability to find an interval 
of length U in a region of density x/u (centered 
about X = 0) containing no levels. x, therefore, 
represents the nearest-neighbor spacing divided by 
the mean nearest-neighbor spacing at X = o. In 
order to obtain ""CO) (x) from (3) we examine 

(15) 

in the limit as N --+ <Xl, 0" --+ 0, and O"NP(O) is fixed. 
<I>.(X) is defined to be zero for - 0" ::; X ::; 0" and is 
equal to unity otherwise. Obviously, <I>!("A) = <I>.("A). 
Using (8) and expanding the squared determinant 
(this is the extension of Gram's theorem mentioned 

1& For a proof of this and its generalization for the mth­
order spacing distributions see Ref. 8. Also see Ref. 1 and 
the remarks by P. B. Kahn, Proceedings of the Symposium 
on Statistical Properties of Atomic and Nuclear Spectra, 
State University of New York at Stony Brook, (1963). 

N-I 
KN(z, y) = L: !i(z)!t(y)h~lpi(Z)Pi(Y). (18) 

i-O 

Therefore, we may write 
N 

Q~)( -0",0") = II [1 - Ei(N)]. (19) 
i-I 

The limit of Q~) (- 0", 0") which is necessary to 
obtain ""CO) (x) is found by examining the correspond­
ing limit of the discrete eigenvalues Ei(N). Toward 
this end, we examine (17) in the proposed limit. 

Let U = zNP(O) and v = yNP(O). The problem is 
now transformed to the analysis of 

f
%/2 

E(N)I{!(u/NP(O)) = -%/2 (NP(O))-I 

X KN(u/NP(O), v/NP(O))I{!(v/NP(O)) dv (20) 

in the single limit N --+ <Xl. If we let E = LimN ..... E(N), 
w(u) = LimN ..... I{!(u/NP(O), and 

M(u, v) = Lim [NP(O)rIKN(u/NP(O), v/NP(O)), 

we must then find the eigenvalues Ei of 

f
%/2 

EW(U) = -%/2 M(u, v)w(v) dv. (21) 

Finally, 
.. 

""CO)(x) = II (1 - Ei). (22) 

pCO)(x) is obtained by applying (14) to (22). For 
the Dyson and Gaussian ensembles, (21) turns out 
to be the integral equation for the prolate spheroidal 
functions. For this case, the infinite product (22) 
is rapidly converging and ",,(0) (x) has been obtained 
numerically by Gaudinl6 for fj = 1 and by Kahnl7 

for fj = 2. 

16 See the third reference of footnote 3. 
n P. B. Kahn, Nucl. Phys. 41, 159 (1963). 
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m. THE LEGENDRE ENSEMBLE 

We now apply the results of the preceding section 
EW(U) = l

iz 
[lr(U - v)r1 sin lr(U - v)w(v) dv 

-iz 
(31) 

to the specific ensemble for which t(X) = 1 for all to 
-1 :::; }. :::; 1, and b = -a = 1. The Legendre 
polynomials are uniquely defined with respect to (32) 

this weight function and interval. This accounts 
for the name Legendre. The following relations 
hold for the Legendre functions P j (x) : 

hj = (j + !t\ kj = (2j) !j2 j 0!)2. (23) 

To obtain the asymptotic form of NP(X) we use the 
following formulas,18 which hold for 0 < 8 < 11' 

in the limit of large N: 

PN(cos 8) = [2/(Nlr sin 8)]i 

(24) 

Here, l = 7JE/X and 7J is (1, -1) according as the 
corresponding eigenfunction F(r) or w(u) is (even, 
odd). We emphasize that F(r) and v are both 
dependent on x, although this dependence is sup­
pressed by our shorthand notation. (32) is the 
integral equation for the prolate spheroidal func­
tions, which have been investigated extensively.19 
(22) can be rewritten as 

'" 
if;(O)(x) = II (1 - 7JiV!X). (33) 

i-I 
x cos [(N + !)8 - p] + O(N-I), 

d/d(cos 8)PN(cos 8) = [2N /(11' sin3 8)] 

X {sin [(N + !)8 - 111'] - O(l)/N sin 8}. 

Application of (14) yields p(O)(x), the nearest­
(25) neighbor spacing distribution. 

Substitution of these in (13) yields the asymptotic 
level density 

NP(X) '" (N /11')(1 - X2)-1. (26) 
large N 

(26) is properly normalized as it stands. (24), (25), 
and (26) break down at the end points, ). = ±1, 
where the density is actually !N2

• A discussion of 
(26) is given in Sec. IV. 

Noticing that NP(O) = N /11', we proceed to 
obtain M(u, v), 

M(u, v) = Lim (!N)[u - Vr 1[PN(7rU/N) 
N~", 

X PN- 1(7rV/N) - PN- 1(7rU/N)PN(7rV/N)]. (27) 

Here, the necessary asymptotic formulas do not 
seem to appear in the standard literature. However, 
examination of the coefficients for the Legendre 
polynomials of large M shows that 

P2M(7rU/2M) ~ (-l)M(lrMt! cos (7rU), (28) 
large M 

large M 

We may simplify matters without loss of generality 
by looking at the case N = 2M, whereby M(u, v) 
is quickly found to be 

M(u, v) = [lr(u - v)fl sin (u - v). (30) 

By a series of transformations analogous to those 
of Gaudin,16 one transforms the integral equation 

18 G. Szego, Orthogonal Polynomials (American Mathe­
matical Society Publications, New York, 1959), 2nd ed., 
pp. 192 and 234. 

IV. DISCUSSION 

We now discuss the foregoing results. The level 
density (26) should be compared with the cor­
responding level densities for the Gaussian and 
Dyson ensembles (both for (:J = 2). The Gaussian 
ensemble yields20 zero level density for IXI > (2N q2)1, 
and 

NPa(X) = (1r(lt 1 [2Nq2 - }.2]i (34) 

for IAI < (2N q2)\ while the Dyson ensemble yields 
a constant level density equal to N /211'. The latter 
two densities bear little resemblance, qualitative 
or quantitative, to actual nuclear or atomic global 
level densities. On the other hand, for A > 0, 
(26) does qualitatively resemble such global densities; 
i.e., it is concave upward and rapidly increasing. 
The significance of this feature, if any, is not 
completely understood. Nevertheless, it is certainly 
aesthetically pleasing and should be investigated 
further. 

In general, matrix ensembles corresponding to 
the distributions (3) are not known. Special examples 
which are known arise in the study of "formally 
invariant" ensembles of real orthogonal matrices.21 

The quantities A; = cos 8;, where the 8; are the 
rotation angles in a random real orthogonal matrix, 
are distributed according to (3). The weight function 
teA) may be [1 - x2rt. [1 - A2]t. [(1 - A)/(l + A)]\ 

19 J. A. Stratton, P. M. Morse, L. J. Chew, J. D. C. Little, 
and F. J. Corbato, Spheroidal Wave Functions (The Tech­
nology Press, Cambridge, Massachusetts and John Wiley & 
Sons, Inc., New York, 1956). 

20 E. P. Wigner, "Distribution Laws for the Roots of a 
Random Hermitean Matrix" (1962) (Unpublished). 

21 F. J. Dyson, J. Math. Phys. 3, 1199 (1962). 
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or [(1 + A)/(l - A)]\ depending on the dimension 
and parity of the matrices. The corresponding 
orthogonal polynomials which naturally arise are the 
Jacobi polynomials p~-kl) (A), p~H) (A), p~l.-t) (A), 
and p~-l.i) (A), respectively (see Ref. 18, Chap. IV). 
It is not difficult to show that these ensembles 
each have level densities identical to (26). Further 
investigation shows that this feature is shared by 
all "Jacobi ensembles"; i.e., ensembles with f(A) = 
(1 - A)a(l + A)~, b = -a = 1, and a > -1, 
{3 > _eo 

Since the level density (26) is different from (34), 
we may conclude that the Legendre eigenvalue 
distribution cannot originate from a so-called Wigner 
matrix ensemble.22 If a Hermetian matrix ensemble 
exists which corresponds to the Legendre case, it 
will evidently correlate different matrix elements, 
unlike the Wigner ensembles. This is not surprising 
if one accepts the heuristic derivation of (3) from 
the Dyson ensembles, where no such correlation 
need exist. 

Several remarks are in order concerning the 
method used by Mehta3 and Wigner20 to obtain 
the Gaussian ensemble level density for {3 = 1 and 
2, respectively. These authors used the fact that 
the Hermite functions (multiplied by their weight 
function) can be interpreted as the probabilities 
to find a quantum-mechanical linear harmonic 
oscillator in particular energy eigenstates. Their 
analyses used a semiclassical argument to evaluate 
(11) for large N. This method depended critically 
on the fact that the Hermite functions multiplied 
by flex) satisfy a Schrodinger equation. No such 
argument can be made for the Legendre ensemble. 
It is fortunate that the asymptotic formulas (28) 
and (29) exist in view of the fact that a semiclassical 
argument does not. Furthermore, it is noteworthy 
that for the Hermite case no asymptotic forms have 
been found in the literature which yield the semi-

22 See Ref. 1, p. 115. Strictly speaking, the Wigner en­
sembles are defined for f3 = 1. However, we expect their 
generalizations for f3 = 2 to have semicircular level densities. 

circle law directly from (11), although such forms 
must be derivable in principle. 

The results (39) and (41) for the nearest-neighbor 
spacing distribution are identical to Dyson's equa­
tions (114) and (115), respectively.23 Also, Mehta 
and Dyson24 have pointed out that the same results 
are found for the Gaussian distribution (1) with 
{3 = 2. The methods employed in Sec. III reveal 
that, in fact, all Jacobi ensembles with (3 = 2 also 
yield the same results, the Legendre ensemble being 
a special case. lO A numerical calculation of the 
spacing distribution has been made by Kahn. 17 

The above results suggest that perhaps a large 
class of functions teA) and intervals [a, b] yield 
the same nearest-neighbor spacing distributions but, 
in general, different level densities. This, in turn, 
suggests that many orthogonal polynomials give 
rise to the same kernel M (u, v). Wigner20 has 
pointed out that, for the Hermite case, all the n­
level joint distribution functions are expressible as 
functions of the KN(x, y). This fact is true for the 
ensembles given· by (3) as well. It it is also true 
that the higher-order spacing distributions are 
expressible as functionals of the KN(x, y), then we 
expect the mth-order spacing distributions (m > 0) 
to be the same for all ensembles whose nearest­
neighbor distributions are identical. This conjecture 
rests on the fact that double limits similar to those 
in Sec. II are involved in calculations of the mth­
order distributions.s We suspect that the higher­
order distributions may be expressible in terms 
of the M(u, v) alone. 

The cases {3 = 1 and {3 = 4 and the higher-order 
spacing distributions have yet to be investigated 
for the class of ensembles given by (3). 
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The dynamical properties of an impurity in the hard-sphere Bose gas are investigated by ex­
tending the pseudopotential method and Hamiltonian of the author's previous work. The inter­
action potential between two impurities is calculated up to one quasiparticle exchange and is shown 
to have a Yukawa form of attraction with a range of (16..-pa)-1/2 in addition to the hard-core inter­
action at the origin. (p and a are the density of the boson gas and hard-core diameter of the boson, 
respectively.) Necessary conditions for impurities to have a bound state are also obtained. It is 
found that the mass of the impurity must be greater than approximately nine times the boson mass, 
and the density of the boson gas must lie in some range with a maximum and minimum. Then the 
differential cross section for ~Compton-type scattering and one quasiparticle production on an im­
purity are calculated. The Cerenkov radiation of sound quanta is studied when the impurity is 
traveling very fast in the hard-sphere Bose gas. It is found that there is no radiation unless the ve­
locity v of the impurity is faster than [k2 + (16..-pa)]112 and the radiation has a maximum for the 
angle flo such that cosflo = (k 2 + 16..-pa)i/v. The cross section for Cerenkov radiation is also calcu­
lated. (k is the momentum of the quasiparticle emitted in the Cerenkov radiation.) 

1. INTRODUCTION 

I N a previous paper (to be referred to as I),l 
we have investigated the excitation spectrum 

of an impurity in the hard-sphere Bose gas, using 
the pseudopotential method of Lee, Huang, and 
Yang. There we have studied only the self energy 
of an impurity. But there are several other interest­
ing properties which can be investigated using the 
methods of 1. Examples are: (a) the force between 
two impurities due to the exchange of a quasi­
particle, (b) scattering of an impurity by a quasi­
particle, (c) production of a quasiparticle in the 
scattering of a quasiparticle by an impurity, and 
(d) the Cerenkov radiation of sound quanta by a 
fast impurity. This paper is concerned with the 
understanding of these dynamical properties of an 
impurity. In Sec. 2, we will discuss the kind of 
interaction potential which works between two 
impurities and check if the resultant potential can 
produce a bound state of two impurities. In Sec. 3, 
we calculate the differential cross section for Comp­
ton-type scattering and for production of one quasi­
particle by scattering. In Sec. 4, we study the 
Cerenkov radiation of sound quanta when an 
impurity travels faster than the sound velocity in 
the hard Bose gas medium. 

notation and unit system of 11, = 2ma = 1 as in I, 
except for the introduction of the symbol V for 
the volume. We have the following equation for 
the total number of "b" particles, instead of Eq. 
(8) of!: 

(1) 

There is an additional direct impurity-impurity 
interaction given in the pseudopotential form, 

4?Tair ~ b* b* b b V "'P.P'.q p+q p' p'+q p, (2) 

where a; is the hard-core diameter of an impurity 
and r is the ratio of the boson to the impurity 
masses (r = ma/mb)' 

We work here for a general impurity case in 
which the impurity has a different mass and inter­
action than the medium bosons. We use the same 
approximation for the Hamiltonian as in I, that 
is, keeping terms which are coupled to the zero 
momentum state of the boson medium. By adding 
an interaction term (2) to the Hamiltonian defined 
Eq. (27) of I and the use of Eq. (1) and a Bogoliubov 
transformation on the "a" particle part, we have 
the following Hamiltonian form for our system2

: 

2. INTERACTION POTENTIAL BETWEEN 
TWO IMPURITIES 

1 N(N - 1) 2 i 
H = "2 V 8?Ta + 2:pp(p + 16?Tpa) a~p 

We assume a few (n) impurity particles among 
N identical bosons in a volume V. We use the same 

* This work was supported by the U. S. Atomic Energy 
Commission. 

1 T. Soda, J. Math. Phys. S, 142 (1964). We refer to this 
as!. 

769 

+ !2:p [p(P2 + 16?Tpa)t _ (P2 + 8?Tpa)] 

2 Note added in proof. The last term of Eq. (3) is obtained 
from the impurity-boson interaction 

L"."' .• VabU*,, + .b*",b". + qa" 
by replacing one of the "a" operators with (N)i and the 
other "a" operator with a quasiparticle representation: 

a" =< u""" - v"a* _". 



                                                                                                                                    

770 TOSHIO SODA 

p p' p pi 

(0) (b) 

FIG. 1. The diagram for the one-quasiparticle exchange 
potential between two impurities. 

N (1 + rt 2b*b + V 87rC -2-r + "1;prp p p 

47ra,r * * Nl 8 (1 + r) + -V "1;P.P' ,qbp+"bp,bp,+"bp + V 7rC 2 

X {"1;p(up - vp)[(a!p + ap)b~b_p + b! pbo(a_p + a~)] 
+ "1;p,.o, (up+.at+q - vp+qa_p_q)b!pbq 

q,.o 

(3) 

The last three lines of Hamiltonian contain an 
interaction term linear in the quasiparticle operator 
and quadratic in the lib" particle operators in 
addition to the direct lib" particle interaction given 
in (2). Methods of the treatment of this linear 
term in the quasiparticle operators are well known 
in the construction of nuclear potentials.3 There are 
several methods used to derive the results, but all 
of them give the same form for lowest order in 
one-quantum exchange. The lowest-order potential 
is given by the Fourier transform of the second-order 
perturbation energy given by 

where H 0 is the free Hamiltonian and Hi is the 
interaction Hamiltonian between the quasiparticles 
and the impurities. The lowest-order diagram in 
the one-quasiparticle exchange potential is that 
given in Fig. l(a) and (b). 

Suppose the two impurities in Fig. 1 to be in 
positions of r 1 and r 2 with initial momenta Po and 
p~ and final momenta p and p'. Let one quasiparticle 
with momentum k be exchanged. Then the potential 
is given by 

V() (8 1 + r)2 N "'" ( )2 ,k·r .. r12 = 7rC -2- V2 ~k Uk - Vk e 

X [r(P~ _ !2) _ ClJk + r(p~2 _ !/2) - ClJJ 
3 K. Nishijima, Prog. Theoret. Phys. (Kyoto) Suppl. 3, 

138 (1956). See also other articles in the same issue. 

(5) 

Suppose we choose our coordinate system to be in 
the center-of-momentum system, that is Po + p = 0 
and p~ + p' = O. Then expression (5) can be evalu­
ated as follows. 

( 
1 + r)2 (87r)2 J 3 e,k'r"k2 

-2p C -2- 87r3 d k e(k2 + 1furpa) 

( 1 + r)2 .!.l'" dk k sin kr12 
-64p C 2 r 12 0 e + 1furpa 

( 
1 + r)2 exp [-(167rpa)lr12] 

-327rp c-- . 
2 r 12 

(6) 

We obtain an attractive potential of Yukawa or 
Debye-Hiickel type between the two impurities! 
The potential for two or more quasiparticle exchange 
is of a higher order in an expansion in powers of 
(pa3

). For example, the two-quasiparticle potential 
has a factor of (pa2? in the coupling and can be 
neglected compared to V(r12) given in Eq. (6) in 
a low-density expansion of the perturbation result. 
The resulting over-all potential between two 
impurities including the direct interaction appears 
in Fig. 2. It has a hard core in the center, and a 
Yukawa-shaped attractive tail with a range of 
(167rpa)-1. This situation resembles a molecular 
interaction. 

We check now whether this attractive interaction 
permits two impurities to form a bound state. 
For this purpose, an exact formula derived by Low6 

is used. This is a condition for a bound state, 

-1'" V(r12)u(r12) sinh (ar12) dr12 = 2ar, (7) 

where a = (- e/2r)i, V(r12) is the potential including 
the hard core, and u(r12) is the bound-state wave­
function, satisfying 

d
2
u(r 12) _ 2u(r) 1 V( ) () (8) 
dr~2 a 12 = 2r r l2 u rl2 • 

Here the function sinh (ar12) is a solution for free­
state wavefunction, W, with an energy e, which 
satisfies the equation 

d2w(rl2)/dr~2 - olw(r12) = O. (9) 

(Note added in proof. J'he PC?tential of Eq. (7) is alsC? 
derived and ascertained usmg a different method by T. USUl 
and Y. Nagaoka, Bussei Kenkyu, (Kyoto) 1, 201 (1963). 
See also D. Pines, Liquid Heliu.m, Proc~eding8 of t;e Inter­
national School of Physics, Enruo Fermt, (AcadeIDlC Press, 
Inc., New York, 1963), discussion on p. 183. 

• F. Low, Phys. Rev. 74, 188 (1948). See also J. M. Blatt 
and V. F. Weisskopf, Theoretical Nuclear Physics (John 
Wiley & Sons, Inc., New York, 1952), p. 54. 
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Using the following 
function and potential, 

and 

u(r 12) = 0

00

, } 

V(rI2) = 

properties of the wave-

for r l2 < ai, (10) 

(1 - e-2a
'

u )/2a :s; r12,6 

we can derive the following necessary condition 
from Eq. (7), 

-1'" V(r I2)rI 2 drl2 ~ 2r. (11) 
Q' 

Here V(r I2) is given by Eq. (6) and if we insert 
this in Eq. (11), we obtain 

( 1 + )2 1'" 3211" C T P a' exp [-(1611"pa)tru] dr l 2 ~ 2r.(12) 

By calculation, we have the following relationship: 

(~)(1611"paaDt exp [ - (1611"paa~)t] ~ rC ! rY. (13) 

If we set x = (1611"pa aD!' y = -In [xe-"], and 
s = aJa, we obtain [c = Ha + ai)] 

y = x - In x :s; 2 In HI + r) - In r 

+ In l(1 + s) + In l(1 + l/s). (14) 

In Fig. 3, the function y = x - In x is plotted. 
On the same figure we draw horizontal lines with 
y's corresponding to the values of the right-hand 
side of the inequality in Eq. (14) for different 
values of r. Here we need a value of the parameter 8, 

the hard-core ratio. But we assume 8 to behave as 
a function of r, corresponding to real spherical atoms. 
And these r have been chosen to correspond to 
masses of impurities in helium for which the ratio 
of hard-core radius 8 is empirically known. These 
impurities are He, A, Ne, Kr, Xe, etc. This is a 
fine point, because at any rate the sum of the last 
two terms of Eq. (14), which contains s, is always 
very close to zero. 

From this curve we can draw the following 
necessary condition for having a bound state for 
two impurities. The impurities must be heavier 
than approximately nine times the boson mass, 
because it is impossible to satisfy the inequality 
(14) for r greater than t. The exact value at which 
the curve y = x - In x intercepts with the horizontal 
line is r = 0.1142, and pa3 takes the value 0.0136. 

e Note added in proof. The excessive simplification of the 
last inequality may be justified by the smallness of a and 
our approximation of not taking into account higher quasi­
particle exchange forces for the bound-state problem. 

Qr 

FIG. 2. Over-all potential between two impurities in the 
relative coordinate, r12, of the two impurities. 

When the bound states are allowed, the density 
of the hard-sphere boson gas must lie between some 
maximum and minimum values. The minimum 
density is that at which the strength of the attractive 
interaction becomes too weak to produce a bound 
state. The maximum exists, because the ratio of 
the hard-core radius to the attractive potential 
range becomes too large. The range of the allowed 
densities increases with impurity mass. Some 
examples for this maximum and minimum densities 
are given below. 

pa3 = 0.0136 

0.0224 ~ pas ~ 0.0116 

0 LO 2.0 

for r = 0.1142; 

for r = 1/9; 

,-0.050 

,-0.075 
'-0.100 ral/9 

r=I/8 

r-4 
r-O.40 

3.0 4.0 r' 1 5.0 

FIG. 3. Plot of y = x - lnx vs x = (16.rpa)ta" defining 
the lower bound for a bound state. The horizontal lines y(r) 
gives the value y for particular mass ratios r. The inter­
sections of these lines with the curve define the interval of x, 
within which binding is allowed. 
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FIG. 4. The diagram 
of an impurity scatter­
ing by one quasipar­
ticle. 

0.0456 ~ pas ~ 0.00316 for r = 7.5 X 10-2
; 

0.0'795 ~ pa3 ~ 0.00076 for r = 5 X 10-2
• 

Thus we see that impurities in a low-density 
Bose gas attract each other, and we have found 
that the necessary conditions for these impurities 
to form bound states are that the mass of impurity 
is greater than approximately nine times the boson 
mass and that the density of the boson gas lies 
between some maximum and minimum values of 
the order mentioned above.7 

3. SCATTERING AND EMISSION OF A 
QUASIPARTICLE BY AN IMPURITY 

Let us consider the following scattering process. 
In the initial state, an impurity has a momentum 
Po and is scattered by an incident quasiparticle 
with momentum ko into the final state of momentum 
p, changing the quasiparticle into the momentum 
state k. This is an analogous case to the Compton 
scattering of an electron by a photon. The diagrams 
for this process are given by (A) and (B) of Fig. 4. 

The transition matrix element R is given by 

R = ~ (1 IHd c)(c IHd i) (15) 
II 0 Ei - Eo + iE 

where f, i, c denote the final, initial and intermediate 
states, and E; and Eo are the energies of the initial 
and intermediate states. 

The actual transition matrix elements for dia­
grams (A) and (B) are 

RA = (87rC 1 ~ rr(~ir 
X (Uk. - Vk.)(Uk - Vk) (16) 

Wk. + r[p~ - (Po + kO)2] , 
and 

RB = (87rC 1 ~ rr(~ir 
X (Uk. - Vk.)(Uk - Vk) (1'7) 

-Wk + r[p~ - (Po - kol] 
7 Note added in proof. We have not gone beyond the one 

quasiparticle exchange potential here. However, if we take 
into account higher quasiparticle exchange potentials near 
the core region, and the large effective mass of an impurity 
as calculated in I, we might hope to obtain a qualitative 
explanation of the phase separation of Hea in He4 at T = 0, 
by improving the lowerbound of the mass of the impurity 
for the bound state to %" instead of the rather large value 
qu~ted in the above, so that He3 in He4 might form clusters 
by Itself and not mix with He4 liquid. 

The transition probability for a quasiparticle to be 
scattered into the solid angle between 12 and 12 + em 
is then 

dw = 211" J IRA + RBI2 

Vk2 dk 
X (211")3 dEl d12a(E, - E;) dEl (18) 

/ ( 1 + r)4 = 211" V 811"c-2-

X (Uk. - VkY(Uk - Vk)2e d12 

2r[k - (Po + ko) cos 8] + ~ (1611"pa + 2k2) 
Wk 

X tk. + r[p~ ~ (Po + k)2] 

1 }2 + 2 2 • 
-Wk + r[po - (Po - k) ] 

(19) 

Ef = Wk + rp2 is the energy of the final state, 
and we have made use of the relationship 

dEl k(2k2 + 1611"pa) 
dk = Wk 

+ 2r[k - (Po + ko) cos 8]. (20) 

Here cos 8 is the angle between k and Po + ko. 
The differential cross section du is obtained by 
dividing the quantity dw in Eq. (19) by V-l(dwk./dko) 
and we have 

du = dw V 1 [81rc!(1 + r) ]4 k2 

(dWk.ldko) = (21rl [2k~ + l&irpa] Wk 

X kok
2 

d12 
2r[k - (Po + ko) cos 8] + k3/Wk + wk/k 

X [ 1 
Wi. - r(k~ + 2po·ko) 

(21) 

We can see that the maximum scattering for the 
quasiparticle occurs near the forward direction. 

Next we proceed to calculate the production 
process for one extra quasiparticle. There are five 
diagrams, shown in Fig. 5, which contribute to this 
process. In this process the impurity undergoes a 
change of momentum from Po to p, while the quasi­
particle of momentum ko is absorbed and two 
quasiparticles of momenta kl and k2 are produced. 

In Fig. 5 the processes (D) and (E) contribute 
O(l/V) in the scattering cross section, as we will 
see later, and are vanishingly small. Therefore, the 
transition probability is due to the processes (A), 
(B), and (C). It is 
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(Nt)8( 1 + r)3 
RA+B+C = V 811'C -2-

X (Uk. - Vk.)(Uk, - Vk.)(Uk. - Vk.) 

X {-Wk, + r[p~ ~ (PO - kl)2] 

1 
X Wk. - Wk, + r[p~ - (PO + ko - kl)2] 

1 
+ -Wk, + r[p~ - (Po - kl)2] 

1 
X -WII, - Wk. + r[p~ - (PO - kl - k2)2] 

1 

(22) 

The differential cross section for these processes is 

l ( 1 + r)6 ko 
dCTA+B+C = (2'lIl 811"c -2- 2k~ + 1611"pa 

X k~k= k~ dkl dOlk~ dk2 d02 
Wk,Wk. 

X [8(rp~ + Wk. - rp2 - Wk, - Wk.)] 

X {-Wk, + r[p~ ~ (Po - kl)2] 

1 
X Wk. - Wk, + r[p~ - (Po + ko - kl)2] 

1 
+ -Wk, + r[p~ - (Po - kl)2] 

1 
X -Wk, - Wk. + r[p~ - (Po - kl - k2l 

1 

(23) 

where a quasiparticle is scattered into the solid 
angle dOl, in the momentum interval between kl 
and kl + kdl , and another quasiparticle is produced 
into the solid angle d0 2 , having momentum in the 
interval between k2 to k2 + dk2• 

For the calculation of processes (D) and (E), 
we have to add a neglected part of the full Hamil­
tonian. That is, 

FIG. 5. The diagram of 
one quasiparticle produc­
tion process by impurity­
boson scattering. 

The transition probabilities for the processes (D) 
and (E) are 

R = (8 1 + r)2 Nt (Uk. - Vk.)Uk,Vko (25) 
D 1I"C 2 V2 

Wk. + r[p~ - (ko + PO)2] , 

and 

X (Uk. - Vk.)uk,Vk. 

-Wk, + r[p~ - (Po - kl - k2)2] 
(26) 

The differential cross section for these is 

1 V2 

dCTD+E = (211")2 dw
k
./ dk

o 
IRD + RE 12 

X k~ dkl dOlk~ dk2 d02 8(E; - E,) ~ O(~) , (27) 

which is inversely proportional to the volume. 
The absorption process can also be calculated in 

a similar fashion. 

4. CERENKOV RADIATION OF SOUND QUANTA 

When an impurity particle travels in the medium 
with a faster velocity than the speed of a quasi­
particle, this impurity particle emits quasiparticles. 
This is the Cerenkov type of radiation associated 
with quasiparticles. We may call this quasiparticle 
a sound quantum, and thus this is the Cerenkov 
radiation of sound quanta. 

Let us calculate this process. The diagram is 
given in Fig. 6. We suppose that an impurity 
undergoes a momentum change from Po to p, and 
the quasiparticle field of the medium balances this 
momentum change by emitting a quasiparticle of 
momentum k. We apply time dependent perturba­
tion theory to this process. From the formulas for 

8 L. I. Schiff, Quantum Mechanic8 (McGraw-Hill Book 
Company, Inc., New York, 1949), 1st ed., the equation 
after Eq. (29.9), p. 191. See, also, S. M. Neamtan, Phys. Rev. 
92, 1362 (1953). 
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FIG. 6. The diagram of the Cerenkov 
radiation emitting a Bound quantum 
with a momentum k. 

the transition amplitude in Schiff, we obtain the 
following transition probability for the emission 
of one quantum into the solid angle dQ and the 
momentum interval between k and k + dk, (t: time); 

of the integral to infinity. This is allowed because 
the integral has the sharp maximum at 8 = 80 

given in Eq. (32). Then we have 

2 fa> sin2 !kt[v cos 8 - (1611"pa + k2)i] d 8 
11" _a> e[v cos 8 _ (1611"pa + k2)i]2 cos 

1I"
2t 

- 2kv' 

and the total transition probability is given by 

1611"p [ct(1 + r)]2 e dk 
w = V v W + 161rpa)t· 

The total cross section rr is given by 

w 1611"p[ct(1 + r)]2 e dk 

(33) 

(34) 

(28) rr = v/V = v2 W + 1611"par 
(35) 

where w is the difference in energy between the 
initial and final state and is given by 

w = r(p~ - p2) - Wk 

= kv cos 8 - k(k2 + 1611"pa)i, (29) 

where 8 is the angle between k and p. Here we 
have used Po - P = k and r(po + p) ~ v, where 
v is the velocity of the impurity and the deflection 
of the high-momentum impurity is neglected. The 
matrix element is given by 

(I IHil i) = (Ni/V)[811"ct(1 + r)](uk - Vk). (30) 

Then dw is given by 

4 p ( 1 + r)2 1 k 2 

dw = t V 811"c -2- (211")3 W + 1611"pa)J k dk dQ 

X sin2 !kt[v cos 8 - (l61rpa + k2)1] (31) 
e[v cos 8 - (1611"pa + k2)Iy . 

From the expression (31), we can see that dw has 
a sharp maximum at 80, where 

(32) 

and it also can be seen that there is no radiation 
unless v > (1611"pa + k2)i. For small k this is the 
analogous result to that for ordinary radiation, 
because (1611"pa)1 is the magnitude of sound velocity. 
Let us now calculate the total transition probability 
of the radiation over the surface of a unit sphere. 
To facilitate the evaluation of the integral over 
the angle, we extend the upper and lower bound 

As an example, we calculate how many sound 
quanta will be produced per centimeter in the Bose 
gas. We assume the impurity particle to be a 
5-MeV a: particle, choose the density to be that 
of liquid helium and the hard-core diameter to be 
2.6A, and take the momentum of the sound quanta 
to be the cut-off momentum of a-I. We have an 
energy loss of 2.8 e V / cm, and the production of 
approximately 1550 quanta per centimeter. Each 
sound quantum has an energy of 200K Debye 
temperature or 1.8 X 10-3 eV. However, it should 
be remembered that our hard-sphere Bose gas model 
is far from real liquid helium, because our method 
is a low-density perturbation expansion. 

Finally we remark that the neglected terms of 
the full Hamiltonian, which does not appear in 
Eq. (3), contribute either to the inverse of the 
volume or higher order in (pa3

) in the calculation 
of the Cerenkov radiation of sound quanta, as well 
as in the calculation of the scattering and production 
processes of the previous section. 
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The well-known Kramers-Wannier high-low-temperature duality for t~e 2-dimensional Ising 
model is derived by means of the Poisson summation formula for a commutatlVe group. 

1. POISSON'S SUMMATION FORMULA AND 
JACOBI'S IMAGINARY TRANSFORMATION 

GIVEN a rapidly decreasing function f E C~ (R 1
), 

its Fourier transform reb) = I exp (27fiba)f da 
is also rapidly decreasing and belongs to C(R 1

), 

and Poisson's summation formula holds: 

E f(m) = E fen) 
mEZl "EZl 

Zl = the integers: 0, ±1, ±2, etc.1 

Jacobi's celebrated imaginary transformation of the 
theta function 

Z(T) = E e- 7r
"'

IT (T > 0) 
"EZl 

is an instance of this formula; in fact, putting 
f = exp (- 1ra2

/ T) gives 

Z(T) = T'Z(l/T). 

Z is the quantum-mechanical partition function 
of a 2-dimensional rotator with Boltzmann's con­
stant replaced by 1/1r, and Jacobi's transformation 
can be viewed as a duality between high and low 
temperatures. 

2. KRAMERS-WANNIER DUALITY 

A second instance of a high-low-temperature 
duality is the Kramers-Wannier duality for the 
2-dimensional Ising model. 2 This refers to an n X m 
square lattice Q with bounding edges identified 
in pairs so as to make it a torus; each pair of nearest­
neighbor sites is joined by a bond and to each site 
is attached a spin 0- = ± 1; the spins interact along 
bonds in nearest-neighbor pairs according to the 
rule 0-'0-", and the (antiferromagnetic) partition 
function is 

Z(C) = L: exp (C E 0-'0-"), 
spins bonds 

C > 0 being a constant divided by the Kelvin 
temperature T. Kramers-Wannier's duality states 

1 R. Courant and D. Hilbert, Methods of Mathematical 
Physics (Interscience Publishers, Inc., New York, 1953, 
1962), Vols. I and II. . . 

• A. Munster, Statistische Thermodynamtk (Sprmger-Verlag, 
Berlin, 1956). 

that 
Z(C) = Z(C*) X (t sinh 2C*r,B. 

B is the number of bonds of Q and C* is the positive 
root of 

sinh 2C sinh 2C* = 1; 

this relation between C and C* interchanges high 
and low temperatures. Actually, the formula is not 
exact for an n X m latice, but it becomes so for an 
infinite lattice: 

B(c) = lim [Z(C)]l/"m = (t sinh 2C*r'B(C*). 
.. I'" 
ml'" 

Here it is found that, like the Jacobi transforma­
tion, the Kramers-Wannier duality is an instance 
of a Poisson summation formula. This Poisson 
formula is stated in Sec. 3, a transformation of Z 
due to van der Waerden is outlined in Sec. 4, 
and then in Sec. 5 the Poisson formula is applied 
to the van der Waerden expression for Z and the 
Kramers-Wannier duality is obtained. A Kramers­
Wannier duality holds between the triangular and 
honeycomb lattices also,3 and can be obtained in 
the same manner. 

3. POISSON'S SUMMATION FORMULA FOR A 
FINITE COMMUTATIVE GROUP 

Given a finite commutative group G, let GA be 
the class of all homomorphisms (characters) b : G ~ 8 1 

of G into the circle group 8 1 
: exp (27fiO)(0 :::; 0 < 1). 

GA is a group under multiplication [(b 1b2 )(a) = 

b1(a)b 2(a)]. G
A 

is the character or dual group of G; 
it is isomorphic to G. Given a subgroup H C G, 
the dual (G/H)A of the factor group G/H can be 
identified as the characters on the big group G 
that are constant (== 1) on the little group H, 
and using this identification the Poisson summation 
formula can be stated as follows: 

L: f(a) = L: reb). 
GEH bE(GIH)A 

8 R. M. F. Houtappel, Physica 16, 425 (1960). 
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r is the transform 

reb) = E b(a)/(a); 
oEO 

the inverse transform is 

I(a) = :E a(b)r(b) [a(b) == b(a)*]. 
bEO A 

The reader will observe the similarity of this summa­
tion formula to the summation formula cited above 
in which Rl plays the role of G, Zl the role of H, 
and (Rl/Zl)A = (Sl)A ~ Zl the role of (G/H)A; 
in fact, there is a general Poisson summation 
formula that includes both as special cases.4 

G is going to be the group of paths on Q with co­
efficients from Z2 (integers mod 2), i.e., the group 
of sums of bonds of Q under addition, counting a 
double bond as O. H will be the subgroup of closed 
paths (cycles), and (G/H)A will be the subgroup 
of bounding cycles on the dual lattice Q*, but before 
the Poisson formula can be applied to Z, it is 
necessary to explain van der Waerden's expression 
for it. 

4. VAN DER WAERDEN'S EXPRESSION FOR Z 

Define C* as the root of sinh 2C sinh 2C* = 1; then 

e"'c = (! sinh 2C'i(ec* ± e-c*), 

and following van der Waerden, 

Z = E II eC~'~" 
apins bonds 

= (! sinh 2C)iB E II (eC* + u'u"e-C*). 
aviD. bonda 

Develop the product into a sum over paths a E G: 

II (e CO + u' u"e-C') = E eCB -,,) 0'0-,,0'0 II u' u", 
bonda a E G bonda 

of 0 

n = n(a) being the number of bonds (length) of 
a E G. Bringing in the sum over spins, it is evident 
that if an odd number of bonds of a path meet 
at a single site, then the corresponding piece of 
the sum over paths drops out since (+ 1)" + (-1)" = 0 
if 0 is odd; the surviving terms correspond to closed 
paths (cycles) and for such a path, the spin product 
under the path sum == +1 so that the partition 
function is expressed by van der Waerden's formula 

Z = (! sinh 2C)iB :E :E eCB-")C'-"C' 
spina oEH 

= 2A(! sinh 2C)iB L: I(a), 
aEH 

A being the number of sites of the lattice and 
I(a) = eCB-"'Co-,,CO. 

4 L. H. Loomis, Abstract Harmonic Analysis, (D. Van Nost­
rand Company, Princeton, New Jersey, 1953). 

5. APPLICATION OF POISSON'S FORMULA TO Z 

Before Poisson's formula is applied to Z, GA

, r, 
and (G/H)A have to be computed. 

G is identified with Z~ =Z2X ... XZ2 (B times), so 
that a E G can be expressed as a= (all' . " aB) E Z~, 
and b = (b l , ••• ,bB ) E GA 

~ Z~ acts on G according 
to the rule 

b(a) = e,,·b.a, 

the inner product b'a being computed in Z:. 
Regarding GA as the group of paths with coefficients 
from Z2 on the dual lattice Q*, b· a can be interpreted 
as the number of intersections of b and a, and 
(G/H)A can be identified as the class of paths b 
on Q* that intersect each closed path a on Q an 
even number of times; in brief, (G/H)A is identified 
as the bounding cycles on Q*. r is now computed 
as Jollows: I(a) = exp (BC* - 2a'IC*), 1 E GA 

bemg the sum of all the bonds of the dual lattice 
Q*, and so 

reb) = E b(a)/(a) 
aEO 

BC' '"' ('b = e L..i exp 11"~ ·a - 2a·lC*) 
liE _.B 

= (eO" + e,,·b,-C') ... (eO" + e".blt-c.) 

= (! sinh 2C)-iB exp [(e rib , + ... + e,,·bB)C] 

= (! sinh 2C)-tB eCB-".)C-".C, 

n* = n*(b) being the number of bonds (length) 
of the dual path b EGA. 

Poisson's formula is now applied to obtain 

Z = 2A(! sinh 2C)iB E I(a) 
aEH 

= 2A(! sinh 2C)iB :E (b) 
bE (G/H) A 

f* is the function I formed with C* in place of C 
and Kl ~ (G/H)A is the subgroup of G of bounding 
cycles on the original lattice. Replacing K 1 by H, 
one finds the desired duality: 

Z(C) = (! sinh 2C*)-iB2A(! sinh 2C*)iB L: I*(a) 
aEH 

= (! sinh 2C*tiBZ(C*). 

Although this is not exact (H/Kl ~ Z2 contains 
4 members so that only i of the closed paths have 
been accounted for), it becomes exact for an infinite 
lattice as noted above. 
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Starting from a Kemmer algebra generated by n elements, a new algebra generated by Hn 2 + n) 
elements is derived. This algebra has only one irreducible representation which is of dimension 
(n + 1). This representation is equivalent to the first elementary representation of the infinitesimal 
operators of the unitary group in a space of (n + 1) dimensions. Omitting the identity element, one 
of course obtains the first elementary representation of the unitary unimodular group in a space of 
(n + 1) dimensions. The procedure is first illustrated for the case of n = 3 and explicit representations 
of the infinitesimal operators of U4 (SU4 ) are obtained. Next, the proof for arbitrary n is outlined. 
Finally, the degenerate case of U3 (SUa) is discussed. 

INTRODUCTION 

I N an earlier stage of development, considerable 
attention has been paid to the algebraic aspects 

of particle equations. The aim of these investigations 
was to associate particular algebras with the space­
time properties of sets of elementary particles. 
Apart from the Dirac equation, the first success 
along these lines was scored by Kemmer/ who 
succeeded to give compact field equations related 
to both spin-zero and spin-one mesons. The method 
has been generalized in many directions, and 
eventually has become a postulational basis for 
the theory of elementary particles. 2

-
4 

In more recent years, emphasis shifted to the 
study of "internal" properties of particle families, 
like isospin and strangeness. In these investigations 
algebraic methods (mainly group-theoretic) played 
again a decisive role. 6 Very few and only tentative 
efforts have been directed, however, toward the 
systematic incorporation of these internal degrees 
of freedom into the algebra of field equations. One 
interesting example was given by Votruba and 
Lokajicek8 who, notably, advocated the use of 
general Kemmer and Dirac algebras.6a 

With the discovery of a bewilderingly large 
number of new "particles" or "resonances" and 

* The research reported in this paper has been sponsored 
by the U. S. Air Force, Office of SCIentific Research, through 
Grant No. AF-AFOSR-385-63. 

1 N. Kemmer, Proc. Roy. Soc. (London) A 173,91 (1939). 
2 H. J. Bhabha, Rev. Mod. Phys. 21, 451 (1949). 
8 1. M. Gelfand and A. M. Yaglom, Zh. Eksperim. i 

Teor. Fys. 18, 703 (1948). 
4 For a review, see also P. Roman, Theory of Elementary 

Particles (North-Holland Publishing Company, Amsterdam, 
1960), Chap. II, Secs. 2 and 3. 

6 For a general review, up to 1960, see for example, P. 
Roman, Ref. 4, Chap. V. 

8 V. Votruba and M. Lokajicek, Joint lnst. of Nucl. Res. 
Rept. P-191 (Dubna, 1958). 

Sa Note added in proof. A more sophisticated scheme has 
been recently suggested by H. C. Corben, Phys. Rev. 131, 
2219 (1963). 

the concomitant interest in higher symmetries, 
especially unitary groups,7 the question may be 
asked whether it is not timely and even possible 
to incorporate the structure of higher symmetries 
into the algebraic structure of field equations. The 
first step in such a program would be, clearly, 
to identify algebras having representations isomor­
phic to certain representations of Lie groups which 
may be considered as likely candidates for higher 
symmetry groups. One example of a connection 
between a "particle algebra" and a semisimple Lie 
group is long known8

: the Dirac algebra generated 
by n elements furnishes the elementary spinor rep­
resentation of the orthogonal group in n dimensions. 

The present paper demonstrates a new kind of 
such a connection. We shall show that there exists 
a unique connection between the Kemmer algebra 
generated by n elements and the unitary group in 
a space of n + 1 dimensions. A precise formulation 
of this connection will be given in Sec. III, after 
the theorem and its proof has been elucidated in 
Sec. II on the very simple example furnished by 
n=3. The case of n=2 (leading to Ua) is degenerate 
and will be discussed separately in Sec. IV. 

I. FUNDAMENTAL NOTIONS 

We start by recalling a few facts about Kemmer 
algebras9 X(n) generated by n elements {3. (i = 
1, 2, ... , n). The generators are taken to satisfy 
the relations 

{3,{3k{31 + {3/{3k{3, = {3i~k/ + {3/ ~ki' (1) 

and the algebra X(n) consists of all linearly independ­
ent elements that can be formed of the {3. and their 
multiple products. Including the identity element I, 

7 Much of recent developments in this field is well reviewed 
in Theoretical Physics (Trieste Seminar) (International Atomic 
Energy Agency, Vienna, 1963), Part II. 

SR. Brauer and H. Weyl, Am. J. Math. 57, 425 (1935). 
Q N. Kemmer, Proc. Camb. Phil. Soc. 39, 189 (1943). 
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the number of elements of X(n) is found to be 

N = 1:. (2n + 2). (2) 
2 n + 1 

The algebra is finite and semisimple. Therefore, 
as a consequence of the generalized Frobenius-Schur 
lemma,lo 

N = a~ + a~ + ... + a~. (2a) 

Here r is the number of elements that commute 
with every member of X(n), and a, is the dimen­
sionality of the sth irreducible representation. 
Kemmer9 has also shown that 

r = !n + 1 if n even,} (2b) 

r = !(n + 5) if n odd. 

An explicit construction of the irreducible rep­
resentations of the Pi was given by Littlewood. ll 

lt will be important for us to note that, as 
seen from the above formulas, the algebra X(n) 
always has an irreducible representation of dimen­
sionality n+ 1. (The only exception is the degenerate 
case of n = 1.) 

For our purposes, it will be useful to spell out 
the basic Kemmer relations (1) in detail. If, for 
convenience, we introduce the shorthand notation 

'I1i = 2P~ - I, 

then we can write instead of (1) 

13~ = 13i, 

(i ,= k), 

13,13kPj + 13jPk13i = 0, (i,= k, k ,= 1, 1 ,= ~), 

13i13k13i = 0, (i ,= k), 

'11~ = I, 

'I1i'l1k - 'I1k'l1i = 0, 

'I1i13k + Pk'l1i = 0, 

'I1iPi = Pi'l1i = 13i. 

(i ,= k), 

(3) 

(4a) 

(4b) 

lt is perhaps interesting to mention that peculiar 
connections between specific representations of cer­
tain X(n) algebras and specific representations of 
Lie groups have been noted occasionally. For 
example,12 there is a relation between the combina­
tion of the two lO-dimensional representations of 
X(5) and the 20-dimensional irreducible representa­
tion of the full six-dimensional orthogonal group. 

10 See, for example, N. Kemmer, Ref. 1, or P. Roman, 
Ref. 4, p. 35. 

11 D. E. Littlewood, Proc. Camb. Phil. Soc. 43, 406 (1947). 
U E. M. Corson, Introduction to Tensors, Spinors, and 

Relativist1:c Wave Equations (Blackie & Son Ltd., London, 
1953), p. 185. 

More recently, Kursunoglula found a connection 
between the three-dimensional representation of 
X(3) and the three-dimensional representation of 
Ua• Incidentally, one three-dimensional representa­
tion of the generators of X(3) was also used in connec­
tion with the vectorial representation of the three­
dimensional rotation group,14 and further an algebra 
was derived from this representation which plays 
the same role in three dimensions as the Pauli 
algebra does in two dimensions. ls - ls• 

To conclude this Section, we list some relevant 
properties of unitary groups and their representa­
tions. 16 The unitary group U" can be factored as 

U" = U1 X SU", (5) 

where SU", the unitary unimodular group in n 
dimensions is a simple Lie group.17 Hence, it will 
suffice to concentrate on SU". This group has 
n2 

- 1 real parameters and of course the same 
number of infinitesimal operators. The number of 
mutually commuting infinitesimal operators is n-1. 
All irreducible representations of SU" can be ob­
tained from only two, so-called elementary representa­
tions. The first elementary representation is realized 
by a set of all n2 

- 1 linearly independent traceless 
matrices of order n. That is, denoting the in­
finitesimal operators in this representation by Ii, 
we have 

"~c,I; ,= 0 unless Ci == a,} (6) 

Tr Ii = O. 

The second elementary representation of SU" is 
obtained from the first by simply taking 

I~ = -1;. (7) 

All other irreducible representations are then ob­
tained by taking first the direct products of the 
two elementary representations and isolating the 
irreducible component of highest weight, and then 
proceeding in the same manner. 

If one wishes to obtain an irreducible representa­
tion of dimension d for Un then, in view of (5), 
one merely has to adjoin the unit matrix of order d 

13 B. Kursunoglu, Proceedings of the Second Eastern 
Theoretical Conference (University of North Carolina, Chapel 
Hill, 1963). See also J. Math. Phys. 2, 22 (1961). 

14 V. Votruba, Phys. Rev. 85, 141 (1951). 
16 P. Roman, Proc. Phys. Soc. (London) 74, 649 (1959). 
lOa Note added in proof. Quite recently, a general connec-

tion between X(n) and the Lie algebra of rotation groups 
has been established, cf. C. Ryan and E. C. G. Sudarshan, 
Nucl. Phys. 47, 207 (1963). 

16 A thorough treatise on Lie groups was given, for example, 
by G. Racah, CERN 61-8. A shorter, more recent review 
available is by A. Salam, in Ref. 7, p. 173. 

17 To avoid confusion, we should mention that in Cartan's 
classical classification scheme SUn is denoted by An_I. 
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to the n2 
- 1 matrices of order d that provide the 

d-dimensional representation of SUn. 
Based on various philosophies, simple Lie groups 

and in particular SUa, recently attracted tremendous 
interest. ls Of course, SU2 , being locally isomorphic 
with the three-dimensional real rotation group, was 
essentially the basis of the less ambitious isobaric 
formalism. SUa has no such geometrical interpreta­
tion, but by accident, SU4 happens to be locally 
isomorphic to the six-dimensional real rotation 
group. It may be that this circumstance has physical 
implications, so we now establish a new relation 
between SU4 and X(3). 

II. RELATION BETWEEN X(3) AND SU, 

[Rik' Rim] = !i(Eila + Eima + Ella + Ekma)Sa. (12) 

In addition, one obtains also the relations 

[Rik' Sm]SI + [R.k, SI]Sm = RikIS
" 

S ... }. (13) 

We now build up an algebra from the generators 
S. and R.k • As a consequence of the relations (9), 
(10), (12), and (13), the algebra will have much 
fewer elements than the original X(3) algebra where 
the generators were restricted only by (1). While, 
according to (2), X(3) has 35 elements, we now 
find that the new algebra generated by S. and R'k 
has only 16 elements. To write down these independ­
ent elements in an economical way, we first introduce 
the convenient abbreviation 

Let us consider X(3), generated by f31' (32, and ~. == (1/ V2)(2S~ - I). (14) 
f3a, and let us introduce in place of these three new 
generators defined by We then find that the linearly independent elements 

of this new algebra, to be called henceforth the 
S. = -iE.klf3k(3l' (8) CR(3) algebra, can be listed as follows: 

Here Em is the completely antisymmetric Levi­
Civita symbol with three indices, and the usual 
summation convention is employed. With the help 
of (4a, b) one easily verifies that the S. also obey 
the basic Kemmer relations (1), i.e., 

In addition, they also fulfill the commutator relations 

(10) 

Next, let us introduce three further generators 
defined by 

Rik = (i/2V2)[7];, (3k] 

+ (i/2V2)[7]k, (3.], (i ¢ k), (11) 

Element 
I 
S. 

IS., SkI 
~. 

Comment 

i¢k 

i¢k 
(ikl) = (123) cylc. 

Number 
1 
3 
3 
3 
3 
3 

Total: 16 

We can, further, establish that the only element 
of CR(3) which commutes with all other elements, 
is the identity I, and that CR(3) does not contain 
any invariant Abelian subalgebra. Hence, according 
to the Frobenius-Schur lemma, Eq. (2a), the algebra 
CR(3) has only one irreducible representation which 
must then be of dimension four. 

where 7]/ is given by (3). Using the relations (4a, b) This representation is easily written out explicitly 
one finds that these new generators satisfy the if we utilize the well-known four-dimensional rep-
commutation law resentation of X(3). We havel9 

[
: : : :] , f32 = 

-t 0 0 0 r:
00~1 [0000 000. f3_0000 

0000 a- ooo ; 

o -i 0 0 0 0 -i 0 

so that, using our construction, we obtain 

[:

000 1:0 
0100 00 

Po == I = , PI == SI = o 0 1 0 0 ; 

000 1 0 0 

o 0 

-i 0 

o 0 

o 0 

{O 0 • 0 

o 0 0 0 
, Pa == Sa = 

000 

o 000 

18 The three classical papers are by M. Gell-Mann, Phys. Rev. 125, 1067 (1962); Y. Ne'eman, Nucl. Phys. 26, 222 
(1961); and M. Ikeda, S. Oyawa, and Y. Ohnuki, Progr. Theor. Phys. (Kyoto), 22, 715 (1959). Some of the further 
developments are reviewed in Ref. 7. 

IV See, for example, P. Roman, Ref. 4, p. 428. 
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P. e 18" 8,} ~ rrl ~ ~ , p, = 18" S,} ~ r: _~ -~ ~ , P. E 18" S.} - [-~ ~ -1 ~, 
~,= !,'~~ -: ; ::] p, E 1, - ~ r: -; : :J, po == ~3 = ~ [: ; _~ :], 

o 0 0 -1 l~ 0 0 -1 0 0 0-1 

p" eRn ~ ~ [11 ~ j]. PH = RQ ~ ~ [~ 11 J Pu = R" ~ ~ r: ~ ~ j]. 
(15) 

p" = iV2!,R" ~ ~ l: L~ l PH = iV2!fi" ~ ~ U U J 
PH = iV2 bR" ~ ~ [-U ~ iJ 

We see that 

Tr Pi = 0 (i ¢ 0). (16) 

Thus, we have here a set of 15 linearly independent 
traceless matrices of dimension four. According to 
Sec. I, Eq. (6), they provide the first elementary 
representation of BU" which was the theorem we 
wanted to demonstrate. 

In addition, in consequence of our choice of 
numerical factors, we have the convenient normaliza­
tion 

(i, k ¢ 0). (17) 

It is seen that the three mutually commuting 
generators of BU, are given by ~h ~2' ~3' In our 
representation, they are already diagonal. 

Counting also the identity Po == I, we have, 
of course, a representation of U,. 

The results of this Section can be generalized 
for arbitrary n > 3. In fact, the few last statements 
which we made above by utilizing the explicit 
representation, can also be arrived at in general. 
We now turn to this problem. 

m. THE GENERAL CASE 

We consider the Kemmer algebra 3C(n) generated 
by f31' f32, •• , , f3 ... Let us introduce n new generators 
by setting 

(18) 

where fm is real and completely antisymmetric in 

all indices. For n > 3 this requirement does not 
determine, of course, the relative magnitudes of the 
n!/31(n - 3)! independent coefficients. Therefore, 
we set the additional requirement 

-!en + l)fiil = fklmfiabfmod Tr f3af3bf3.fJ". (19) 

From the symmetry properties of product traces 
and the antisymmetry of the t's, it is not difficult 
to show that, apart from the trivial solution tm == 0 
(any combination of i, k, 1), the system (19) has 
essentially one solution only: all other solutions 
arise from a particular one by permuting indices.20 

Using (18), (19), and (4a, b), one then can show, 
with considerable labor, that the generators Bi 
satisfy Kemmer relations with a changed metric. 
One finds 

BiSkSI + SISkS. = ten + 1)(S.okl + SIOii)' (20) 

In addition, they satisfy the commutation relations 

(21) 

Next, we define !(n2 
- n) further generators by 

setting 

R'k = (n - lrl!i([11i, f3k] + [11k' f3.]) (i ¢ k). (22) 

They are found to satisfy the relations 

20 Useful formulas for the traces of fJ products can be ob­
tained from Littlewood's paper, Ref. 11. When actually 
solving Eqs. (19), care must be taken not to use any specific 
irreducible representation of the fJi, because in some of these 
multiple fJ products might vanish. The full, reducible repre­
sentation of degree La, must be utilized. 
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[R i .. , Rim] 

= (i/(n - 1)](f\lo + lim4 + fila + Ik ... a)So, 

and also 

[Rik' S ... ]S, + [R'h S,)S .. = R,,,{SI, S ... }. 

(23) 

(24) 

We are now prepared to construct the complete 
algebra from the generators S; and R .... We find 
that the number of linearly independent elements 
of this algebra, to be called the m( n) algebra, becomes 

N' = (n + 1)2, (25) 

considerably less than the number of elements of 
X(n), given by (2). If we introduce, for brevity, 
the notation 

~j == (n - 1)-t(2~ - I), (26) 

then we can list the elements of men) as follows: 

Element Comment 
I 

Number 
1 
n S, 

(2/n-1)i{S" S .. I i~k !(n2-n) (27) 

Rii 

i(1I-1);~iR.u 

n 
i ~ k !(n2 -n) 

(ikl) = (123) cyc!. n 

Total: (n+ 1)2 

Our next task is to determine the traces. To start 
with, from (4b) we obtain 

IM:J, = {3kfh'YJ, = [{3k{3Z, '111]' 

Since the trace of a commutator vanishes, the 
definition (18) immediately yields 

Tr S, = O. (28) 

To continue, we first must make a little detour 
and determine Tr SiSko Multiplying (19) by 
lro' Tr (3k{:Jd:J.{:J, and using (18), we find that 

l(n + 1) Tr S,S. = Tr Sim Tr Sm •. 

The solution of this equation is 

Tr SiS .. = l(n + 1)0,... (29) 

Then it immediately follows that the traces of the 
elements in the third row of the array (27) vanish. 

We proceed to the next row and find,21 with (26) 
and (29), 

Tr~; = (n - 1)-1 Tr (2~ - 1) = O. (30) ---
21 The <R (n) algebra (27), consisting of (n + 1)' linearly 

independent elements, certainly possesses an (n + 1).dimen­
sional representation. In this representation Tr I = n + 1, 
and (30) follows. We shall see shortly that this representation 
is the only one. Alternatively, we could have first established 
directly that <R(n) is semisimple. 

Proceeding to the next row of (27), it is obvious 
from the definition (22) that Tr R, .. = O. 

Finally, to show that the trace of the elements 
in the last row vanishes, we first establish the lemma 

(S!,8;] = O. 

This can be seen by writing 

[S:,8;] = {S., {Si, [S., Si]}} 

(31) 

= ifw.{S., {Si' SkI I = 0, 

where in the last but one step (21) was taken into 
account. Furthermore, S. (and thus B:) is Hermitian 
as follows from (18), the reality of 1m, and the fact 
that the {:Ji can always be chosen Hermitian. Then 
we know that the n elements S~ can be simulta­
neously diagonalized. Now we are prepared to 
determine the trace of the remaining elements. 
We have 

Tr (i(n - l)i~iRkl) = i Tr (2S!R"1 - Ril ) 

= 2i 1: 8~(RkI)aa, (32) 
'" 

where we denoted by 8; the (diagonal) elements 
of S~. On the other hand, 

R"l '" ['11k, {31] + ['111' {:J,,], 

and it follows from (3) and (4b) that the fI; elements 
can be all diagonalized simultaneously. Consequently, 

(Rkl)",a = 0, 

so that the right side of (32) vanishes, Q.E.D. 
Thus, we have shown that the traces of all 

elements of men) vanish (excepting, of course, I). 
In addition, by utilizing repeatedly the relations 
(20), (21), (23), (24), and employing techniques 
similar to those adopted above, we also find, in a 
tedious way, that 

n+l 
Tr PiP" = -2- 0,/0, (33) 

Here we have used the generic symbol PI for an 
arbitrary element of men), excepting I. 

It is now easy to establish that men) is semisimple. 
We use the criterion quoted by Kemmer/' namely 
that we must have 

det G ~ 0, (34) 
where 

G == (Gik) = Tr (PIPk). 

In consequence of (33), criterion (34) is obviously 
fulfilled. 

Finally, it is not difficult to establish that the 
only element of men) which commutes with all 
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other elements is the identity I. Thus, the Frobenius­
Schur lemma tells us that <R(n) has precisely one 
irreducible representation which is of the dimension 
(n + 1). The n 2 + 2n matrices Pi of this representa­
tion we have shown to have vanishing trace; hence, 
in view of what was said in Sec. I, in connection 
with Eq. (6), these matrices furnish the first elementary 
representation of SUn + l • 

The n mutually commuting elements of the 
representation are precisely our operators ~i. For, 
we have by the definition (26) and the lemma (31) 

l~i' ~j] = [4/(n - 1)][S~, S~] = O. (35) 

They are Hermitian and can be diagonalized 
simultaneously. 

In summary, our main result is the following. 
From any Kemmer algebra X(n) one can derive 
uniquely an <R(n) algebra, spelled out by Eq. (27), 
which has only one irreducible representation. The 
matrices of this representation yield the first elementary 
representation of Un + l • 

IV. THE DEGENERATE CASE OF SUa 

The simplest unitary group, U2 (or SU2 ) cannot 
be associated with any Kemmer algebra. The reason 
for this is that X(I) does not really exist, it has only 
the trivial one-dimensional representations. Or, in 
other words: there is no Kemmer algebra which has 
a two-dimensional representation. 

Even the next case, Ua (or SUa) is degenerate. 
This is so because one cannot form a completely 
antisymmetric symbol fikl when the indices are 
capable of only two values 1 and 2. Thus, our 
construction of Sec. III cannot be applied in the 
literal sense. Nevertheless, we can give in this 
case an ad hoc construction. 

We simply start with the two generators fJI and 
{32. According to the general method of Littlewood, 11 

the only nontrivial irreducible representation is 

[
0 1 0] 

{3} = 1 0 0 , 

000 

{32 = [~~ ~]. 
100 

(36) 

va 

I: 
1 

~J ' P2 == S2 = ~ r: 
0 

p} == S1 2 
0 0 

0 0 

0 

For convenience, we adjust a normalization constant 
and set 

(37) 

We find that these new generators satisfy the general 
relations (20) with n = 2. Equation (21) has no 
analog, of course. Next we introduce two more 
generators 

(i ;-! k). (38) 

(This is a further departure from the general scheme.) 
Also, there are no direct analogs of (23) and (24). 
Nevertheless, when we now try to build up an 
algebra of Si and R i , we find that there are only 
nine linearly independent elements as contrasted 
with the ten elements of X(2). To list the nine 
elements, we introduce, exactly as in the general 
case, the ~i as defined by (26). On the other hand, 
since (21) has no analog, we have to list [SI' S2] 
as an independent element. But RI and R2, when 
multiplied by ~i' do not give new elements. Thus 
the algebra <R(2) is as follows: 

Element Comment Number 
I 1 
Si 2 

(2/ va){Si, SkI i~k 1 
(2/ va)i[Si' Sk] i;-!k 1 

~i 2 
Ri 2 -

Total: 9 

The numerical coefficients have been chosen in 
such a way as to ensure the uniform normalization 
as given by (33) which now reads 

(39) 

Thus, exactly as in the general case, it is seen that 
the algebra is semisimple; hence, it has only one 
irreducible representation which is of dimension 
three, and it is precisely the one furnished by the 
explicit forms (36). We find, in fact (apart from 
Po == I), 

~J 
2 

= ~ r: 
0 

~l Pa == va {SI' S2} 0 

0 

P4 == ~ i[S} , S2] = ~ r: ;] 1 r o 0] 1 [~ ~ 0 Ps == ~l = 2 ~ 1 0 , P6 == ~2 = 2 -2 (40) 
-i o -2 0 

va 

L: 
0 

~] va 
(-; 

i 

~] . P7 == RI 2 
0 P8 == R2 = 2 0 

0 0 
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These matrices are all manifestly traceless and hence 
provide the first elementary representation of SUa. 
The representation used by Gell-Mann1s differs 
from (40) firstly, by a common normalization factor 
and secondly, insofar as his A3 is a linear combination 
of our h and ~2' 

JOURNAL OF MATHEMATICAL PHYSICS 

One might speculate that, since the connection 
between SUa and X(2) does not follow precisely the 
pattern valid for n ~ 3, the physical content of 
SU3 is not sufficiently general. It would be, there­
fore, interesting to follow up a scheme based on SU •. 
Investigations in this direction are in progress. 
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The general theory of the scattering of excitations in solids by localized imperfections is discussed. 
The solid-state analog of the usual partial-wave expansion of the scattering amplitude is derived. 
In an appendix, the applicability of the general theory to phonons and spin waves as well as electrons 
is demonstrated. 

I. INTRODUCTION 

I N this paper, we discuss the scattering of wavelike 
excitations in solids by localized imperfections. 

This situation is analagous to potential scattering 
in ordinary quantum mechanics, and it is interesting 
to see the extent to which the familiar mathematical 
description is applicable. The present analysis may 
be applied to the scattering of phonons by mass 
defects,I-11 spin waves by magnetic defects,12-13 or 
electrons by foreign atoms. a-Is Most of the discus­
sion will be conducted using the terminology of 
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energy-band theory, but in an appendix it will be 
shown how, with slight modifications of notation, 
the same basic equation may be used for the different 
situations. This paper contains approximately equal 
portions of review and original material. An attempt 
has been made to make it largely self-contained. 

In contrast to the situation in nuclear or elemen­
tary-particle physics, scattering cross sections in 
solids are not directly observable quantities. They 
are, however, important inasmuch as a mean free 
path for the excitation can be determined from them 
if the concentration of imperfections is small enough 
so that multiple scattering can be neglected. It is 
readily shown that 

l-;/ = N D J ~~ (1 - cos (J) dO, 

where lD is the free path, N D is the concentration 
of imperfections, and dO" / dO is the differential cross 
section. 19 Knowledge of the mean free path is 
important for transport calculations, and under some 
circumstances, experimental information concerning 
transport properties can be interpreted to obtain 
information concerning the cross sections of interest. 
In addition, an impurity potential of sufficient 
strength will cause localized modes to split off from 
the continuum of levels characterizing the perfect 

19 J. M. Ziman, Electrons and Phonons (Oxford University 
Press, Oxford, England 1960), p. 306. 
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energy-band theory, but in an appendix it will be 
shown how, with slight modifications of notation, 
the same basic equation may be used for the different 
situations. This paper contains approximately equal 
portions of review and original material. An attempt 
has been made to make it largely self-contained. 

In contrast to the situation in nuclear or elemen­
tary-particle physics, scattering cross sections in 
solids are not directly observable quantities. They 
are, however, important inasmuch as a mean free 
path for the excitation can be determined from them 
if the concentration of imperfections is small enough 
so that multiple scattering can be neglected. It is 
readily shown that 

l-;/ = N D J ~~ (1 - cos (J) dO, 

where lD is the free path, N D is the concentration 
of imperfections, and dO" / dO is the differential cross 
section. 19 Knowledge of the mean free path is 
important for transport calculations, and under some 
circumstances, experimental information concerning 
transport properties can be interpreted to obtain 
information concerning the cross sections of interest. 
In addition, an impurity potential of sufficient 
strength will cause localized modes to split off from 
the continuum of levels characterizing the perfect 

19 J. M. Ziman, Electrons and Phonons (Oxford University 
Press, Oxford, England 1960), p. 306. 
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crystal. The energies of these modes can be found 
in a natural way from the scattering calculation. 

In this paper, we consider neither the application 
of the cross sections in transport theory, nor the 
influence of defects on the thermodynamic properties 
of the crystal. Attention is focused entirely on the 
calculation of the scattering amplitudes and of the 
energies of localized states. In addition, general 
formal properties such as the existence and unitarity 
of the S matrix which cannot differ in the solid­
state problem will not be discussed. Emphasis will 
be given to the derivation and interpretation of 
the solid-state analog of the partial-wave formula 
of ordinary scattering theory. 

The theory may be outlined in a formal way 
quite simply, One has an effective Hamiltonian, Ho, 
which characterizes the perfect crystal, and a 
localized perturbation V which describes the defect. 
The eigenfunctions of Ho are running waves char­
acterized by a continuous vector parameter k on 
account of Bloch's theorem, and a discrete band 
or polarization index s. We denote them by !/t.(k, r): 

The matrix elements of any quantity Q on the basis 
of Wannier functions are denoted by 

(6) 

in which the integration includes the entire crystal. 
If one substitutes (3) into (6), it is easy to show that 
the matrix element of H ° depends only on the 
difference of the site vectors, i.e., Rm - R". In 
addition, H ° is diagonal with respect to the band 
index. 

We now introduce the matrix inverse to the left 
side of (5) 

S.(Rm - R..) = (s, m I(E - Horlls, n), (7a) 

which is conveniently described as a Green's func­
tion. The Green's function satisfies the equation 

L (s, m IE - Hoi s, n)S.(R.. - R/) = Om.I' (7b) 
n 

Ho!/t.(k, r) = E.(k)!/t.(k, r). 

If the energy, E, coincides with one of the eigen­
values of H 0, there is a singular point in the integral, 
and it is necessary to specify how the singularity 

(1) is to be treated. In general, we have the option 
of obtaining outgoing, incoming, or standing waves. 
In the scattering problem, we wish to consider 

The full Schrodinger equation is then of the form 

(Ho + V)'l' = Ei'P. (2) outgoing waves, and therefore (7) is evaluated with 
the usual device in which the energy, E, is allowed 
to have an infinitesimal, positive, imaginary part 
which is set equal to zero after the integration is 
performed. It is then possible to rewrite (5) as 
follows: 

Our discussion here is conducted in the language 
appropriate to energy-band theory. We will see 
in Appendix A how it is also to be applied in the 
case of lattice vibrations or of spin waves. In order 
to make use of the fact that the perturbation is 
localized, it is convenient to introduce a set of 
localized functions a.er - R,,) (Wannier functions), 

a.(r - R..) = (2~)t J e-ik'R·!/t.(k, r) d3k. (3) 

In this equation, R.. is a lattice vector, n is the 
volume of the unit cell (for simplicity we consider 
a crystal containing only one atom per cell), and 
the integration over k includes a single Brillouin zone. 

The a. can easily be shown to be a complete 
orthonormal set if the !/t. are. The function 'l' which 
is a solution of (2) is expanded in the a., 

'l'(r) = L B.(R..)a.(r - R..). (4) .... 
Then it is easily seen that the coefficients B satisfy 
the equation 

L (s, m IE - Hols, n)B.(R..) 

L (s, m I VI t, n)B.(R .. ). 
-.' 

(5) 

B.(Rm) = B!Ol(Rm) 

+ L g.(Rm - R/)(s, l I VI t, n)B,(R..), (8) 
t.l.n 

in which B!Ol is a solution of the homogeneous 
equation for energy E, 

L (s, m IE - Hols, n)B!Ol(R..) = O. (9) 
" 

Equation (8) is analogous to the Lippman-8chwinger 
equation of formal scattering theory.20 It is easily 
shown with the use of the definition of the Wannier 
function that 

(10) 

in which the wave is incident in band s, and ko 
is a solution of 

E.(ko) = E. (11) 

10 B. A. Lippmann and J. Schwinger, Phys. Rev. 79, 469 
(1963). 
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It is apparent that Eq. (11) does not determine a 
unique ko since the direction of k is largely arbitrary. 
Of course if E is such that no solution of (11) 
exists, the first term in (8) must be set equal to zero. 
H Eq. (10) is substituted into (4), one finds that 
'It(r) is then just a Bloch function ~.(ko, r). 

II. THE KOSTER-SLATER MODEL 

We now wish to investigate the solution of (8). 
A particularly simple case exists if the impurity 
potential extends over only one lattice site and in 
addition, is diagonal in the bands. In this situation, 

(8, m IVI t, n) = VOo.,om.Oo".o. (12) 

We have placed the defect at the origin. Vo may 
be a function of energy. This simple problem is 
actually of some practical importance, since it 
approximately describes an impurity of different 
mass (isotope scattering) in the lattice-vibration 
problem. We will return to a discussion of a more 
general potential after having analyzed this example. 

Use of Eq. (12) enables (8) to be simplified to 
the form 

B.(Rm) = mOJ(Rm) + Vog.(Rm)B.(O). (13) 

This equation may be solved for B(O) (since this 
potential is diagonal in the bands, we drop the 
band index), 

B(OJ(O) ~i 1 
B(O) = 1 _ vog(O) = (2.n} 1 _ Vog(O)· (14) 

This result is substituted into (13), 

This expression is quite general. Now we require 
the asymptotic form of g for large values of IR ... - R,.I. 

The integration of (17) has been discussed in 
detail by Koster15 and Lifshitz. 21 We will follow 
here the treatment of Koster, which is an application 
of the method of stationary phase. We use the fact 
that, in order to obtain outgoing wave, E has been 
given a small positive imaginary part; introduce 
an auxiliary variable t, and rewrite (17) as 

-iQ 1'" I a g.(R ... - R,.) = (2'nl ° dt d k 

X exp {i[E - E.(k)]t + ~'ko(R ... - R,.)}. (18) 

A point of stationary phase qo, to is determined 
by the conditions 

E = E.(qo); to[VE.(k)] •• = R... - R,.o (19) 

We define variables K, T by k = qo + K, t = to + T, 

and expand the argument of the exponential about 
qo, to. With the use of Eq. (19), we obtain for (18) 
when terms higher than second order are discarded, 

g.(R) = ~;)~ :E e,q· oil I d3
K dT 

X exp { -{ TKO VE, + (Ko i)~ E.to]} , (20) 

in which the summation includes all points qo, to 
which satisfy (19). The trick now is to choose the 
coordinate system in such a way that the quadratic 
form [(Ko V)2E.l •• is diagonal, 

(21) 

(15) Also, let 

We must evaluate the Green's functions to proceed 
further. In the scattering problem we need geRm) 
only for large values of R.... In general, we have 
from Eq. (7) 

g(Rm - R,.) = I a*(r - Rm)(E - Horla(r - R,.) d3r 

= (2~)3 III e'koR.'~*(k, r)(E - Horl 

X e-'k·oR.~(k', r) d3k d3k' d3r. 

With the use of orthonomalityof the Bloch functions, 

J ~~(k, r)~,(k', r) d3r = O.,O(k - k'), (16) 

the expression for g is simplified to 

n(R - R,.) - ~ J exp [~'k·(Rm - R,.)] d3k (17) 
u" - (2'11/ E - E(k) . 

(KO V)E. = fJlKz + f32Ku + fJaK,. 

With this choice, the integral over K splits up into 
a product of three one-dimensional integrals, 

(~~3 I dT I daK exp {-{ TKO VE, + (Ko i)~ E.to]} 

(22) 

where 

I 1 = L: dKl exp {-iU3lKl T + alK~ to/2] I 

= (n-ja1tO)t(1 - i) exp (if3~T2/2altO). 

The limits of integration on Kl were extended to 
± co. The integral over T can now be done. We 
obtain for (22) 

11 I. M. Lifshitz, Zh. Eksperim. i Teor. Fiz. 18, 293 (1948). 



                                                                                                                                    

786 JOSEPH CALLA WAY 

- [211" I to I (CX2CX3{3~ + CXlcxaf3! + cxlcx2{3~)!rl. 
We determine Itol from (19). Then we have 

(23) 

Equation (23) takes a more familiar form if we 
consider a spherical band 

E.(q) = 'Y.q2. . (24) 

Then from (19), we see that qo is parallel to 
R", - R.. = R, and there is only one value of qo. 
We find the familiar result of elementary quantum 
mechanics 

g.(R) = (- nj411"'Y.) (e iQ
•

R jR). (25) 

In general, we notice that if the surface E.(qo) = E 

-a eiqo·(R_-Rn) 

geRm - R..) = 211"8 IR ... - R" I 

is everywhere convex, there will be only one solution 
to (19), and qo·VE. will be positive so that the 
scattered wave is outgoing. If the surface contains 
concave portions, there may be more than one 
solution. In this case, there will be waves charac­
terized by different qo proceeding in the same 
direction. Finally, it may happen for complex band 
structures, that qo' VE, is negative. In this case 
we apparently have an incoming wave, and it is 
necessary to change the sign of the imaginary part 
of E, which amounts to taking the complex conjugate 
of the first term in the exponential in Eq. (18). 

There is one additional special case in which 
the evaluation of g can be done explicitly. Let us 
consider an energy band of the form 

E(k) = 8[3 - cos k.a - cos k.a - cos k.a], (26) 

which is appropriate for an s band In a simple 
cubic lattice. Then (putting n = a3

) 

X [ sin
2 

qo.a + sin2 
qo.a + sin

2 
qo.a ]! 

sin2 qo.a cos qo.a cos qo.a + sin~ qo.a cos qo.a cos qo.a + sin2 qo.a cos qo.a cos qo.a . 
(27) 

To keep matters reasonably simple, we will 
restrict our considerations henceforth to the situation 
in which there is only one qo which is a solution 
of (19) and, more stringently, assume that the 
energy is a function of Ikl only. This implies that 
qo is parallel to R", - R". We introduce a function g( qo), 

so that (23) becomes 
_ n eik.1Rm-R.l 

g.(R ... - RIO) = 411" g.(qo) IRm - R..I ' 

in which we have 

k 
R", -R,. 

qo = 0 IR ... - Rn I' 

(28) 

(29) 

(30) 

This equation is substituted into (15), which 
yields 

B(R ) = nl [ik •. Rm _ von g(qo) e
ik

•
R 

.. ]. 

'" (211")1 e 411" 1 - Vog(O) R", 
(31) 

The scattering amplitude is the coefficient of the 
outgoing spherical wave in the bracket of Eq. (31). 
A more complete discussion of this identification is 
given in Appendix B. 

f = - von g(qo) 
411" 1 - Vog(O) 

(32) 

The differential cross section is 

O'D = (Von)2j g(qo) j2 
411" 1 - Vog(O) . (33) 

Since the energy is a function of Ikl, no additional 
velocity factors appear in passing from (32) to (33). 
The scattering here is purely "s-wave." 

To determine the general properties of the 
scattering amplitude, we must consider g.(O). From 
(16) we have (writing the ie explicitly) 

n . J d
3
k 

g.(O) = (211")3 ~~ E - E.(k) + ie 

- ~ r 1f 1 _1_ dS dE' ( 
- (211")3 .~+ E - E~ + ie IVkE~1 B' •• 34) 

In the second line we integrate first over a surface 
of constant energy dS;;, and then over energies E:. 
We can recognize in (34) the density of states for 
the 8th band G.(E'), which is given by the expression 

G (E') n J dSB , 
• = (211")3 IV~~I' (35) 

Hence (34) is 
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. J G.(E') dE' 
S,(O) = hm E _ E' + . 

1-0+ 'tE 

1 - VoS(O) 

= 1 - VoI(Eo) - Vo(Ea - Eo - irj2)l'(Eo) 

- P J G.(E') dE' - . G (E) 
- E - E' ~1T. . (36) + i1TVo[G(Eo) + (Ea - Eo - ir/2)G'(Eo)] = O. 

In the last step we have used the identity 

1/(x + ie) = P(1/x) - i1TO(X) , (37) 

where P stands for principal value. 
We see from (36) that S.(O) is real for energies 

outside the 8th band. This implies that the quantity 
1 - VoS.(O) appearing in the denominator of the 
scattering amplitude can vanish only outside the 
band. In this case, the scattering amplitude is 
infinite and a real bound state exists. The condition 
for the bound state is 

VoICE) = 1, (38) 

where 

If Vo is negative, the bound state must lie below 
the band, while if Vo is positive, it can only occur 
above the band. In the case of a one-dimensional 
band, an impurity always produces a split-off state; 
but such is not the case here, since for sufficiently 
weak potentials, Eq. (38) will not have a solution. 

It may happen that Eq. (38) is satisfied for some 
energy Eo inside the band. In this case the real 
part of the expression 1 - VoS(O) vanishes. Then 
the cross section may have a maximum for an energy 
near Eo. It is convenient to define the energy of a 
resonant state as the location of a pole of the 
scattering amplitude. This energy will, in general, 
be complex since as we have seen, 1 - VoS(O) 
does not vanish for real energies inside the band. Let 
the pole of the amplitude occur for E = E a - ir /2, 
where r is positive. We frequently refer to r as 
the width of the resonance. It must be a positive 
number since a state of energy E should decay 
exponentially with time. The quantities Ea and r 
can easily be determined for resonances which are 
near a point Eo as defined above. We expand S(O) 
retaining only first-order terms, 

S(O) = I(Eo) - i1TG(Eo) 

+ (E - Eo)[I'(Eo) - i1TG'(Eo)] , 

in which 

I' = dI/dE, etc. 

Then, SUbstituting for E, we have 

We separate real and imaginary parts, and solve 
the resulting pair of equations for Ea and r: 

1T2G(Eo)G' (Eo) 
Ea = Eo - I'2(Eo) + 1lG'2(Eo) , (39a) 

r = -21TG(Eo)I'(Eo)/[I,2(Eo) + 1T2G,2(Eo)]. 

Since only first-order terms were retained in the 
expansion of S(O), these equations are valid only 
so long as the displacements from Eo are small. 
The equation for r takes a more familiar form if 
we assume that 

We then have 

Ea = Eo - 1T2G(Eo)G'(Eo)/[I,2(Eo)], (39b) 
r = -2'IT-G(Eo)jI'CEo). 

The significance of these results may be easily 
appreciated if we substitute the expanded form 
of the expression 1 - VoS(O) into Eq. (32). Since 
1 - VoICEo) = 0, we have 

f = Qg(qo)[41TI'(Eo){E - Eo - i1TG(E)/I'(Eo)}]-l 

~ - Qg(qo)r[81T2G(Eo)(E - Eo + ir /2)r1 
• (40a) 

The differential cross section is 

Q2 !g(qO)!2 r2 

UD = 641T4G2(Eo) (E _ Eo? + 1T2G2(E)/I'2(Eo) , (40b) 

or approximately 

lTD = A(Eo)r2/[(E - EO)2 + l~]. (40 c) 

On differentiating (40b) with respect to energy, 
one finds immediately that the maximum of the 
cross section occurs for E = Ea, where Ea is given 
by (39b) , provided that the energy dependence of 
g(qO)2 may be neglected. 

If we use the simple expression given for the 
energy in Eq. (24), we have 

G(E) = Qk(E)/41T2 -y. 

Then Eq. (40c) simplifies to 

1 r2 

lTD = 4e (E - EO)2 + lr2 ' 
(4Od) 

This is a standard result.22 

22 Ta-You Wu and Takashi Ohmura, Quantum ThooTY 
of Scattering, (Prentice Hall, Inc., Englewood Cliffs, New 
Jersey, 1962), p. 13. 
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As has been mentioned above, it is necessary 
that r be positive at a resonance. Since G(E) is 
always positive, we see that a resonance can occur 
only when J'(Eo) is negative. The significance of 
this condition can be seen somewhat more clearly 
through a slightly different argument which is 
presented below. Observe that near a resonance, 
the cross section does not depend explicitly on Vo 
(the dependence is through Eo). 

To see the significance of the negative sign in 
(39), we investigate the contribution of the impurity 
to the density of states for the crystal. The density 
of states N(E) (including the impurity) may be 
written formally as23 

N(E) = -(1/11·) 1m [Tr 1/(E+ - H)] (41) 

where H is the full Hamiltonian for the system 
including the defect and Tr denotes the trace. 
The symbol E+ indicates that the energy E in (41) 
has an infinitesimal, positive, imaginary part. 
Equation (41) may be rewritten as 

N(E) = -(1/71") 1m [Tr (d/dE){ln (E+ - H)}] 

= -(1/71") 1m [d/dE{ln det (E+ - H))]. (42) 

The contribution from the impurity state may 
be separated by writing 

E+ - H = (E+ - Ho)[I - (E+ - HoflV]. 

The density of states for the crystal with the 
impurity replaced by a normal atom is 

G(E) = -(1/71") 1m [d/dE{ln det (E+ - Ho))]. (43) 

Since the determinant of the product of two matrices 
is equal to the product of the determinants, the 
change in the density of states due to the defect is 

AN = N(E) - G(E) 

= -~ 1m [~ lndet {I - E+ ~ Ho v}} (44) 

Equation (44) is general and exact. The matrix 
I - (E - HO)-lV is constructed on the basis 
of Wannier functions. For a general potential, the 
nonzero portion of the matrix V has dimension d X d, 
where d is determined by the range of the potential; 
and let there be ;n lattice sites altogether. Then 
the matrix I - [l/(E+ - Ho)]V has the block form 

l ~ +], 
sa J. R. Klauder, Ann. Phys. (N. Y.) 14, 43 (1961). See 

also M. Baker, Ann. Phys. (N. Y.) 4, 271 (1958). 

where the upper left portion is of dimension d X d 
and the whole matrix has dimension ;n X ;no One 
easily verifies that the determinant of the matrix 
is just the determinant of the upper d X d part. 
In the simple model we have been discussing, there 
is only one element to consider. This element has 
the value 

1 - VoS(O) = 1 - VoICE) + i7l" VoG(E). 

Then we have 

AN = -~ 1m d~ In [1 - VoICE) + i7l" VoG(E)] 

= - Vo[I'(E) VoG(E) + G'(E)(1 - VoI(E»]. (45) 
[1 - VoI(E)]2 + 7I"2V~G2(E) 

We investigate (45) near a resonance, and expand 
near that point. We have approximately 

AN ~ -G(Eo)/[I'(Eo) 

X {(E - EO)2 + 7I"'G2(E)/I,3(Eo)}] 

~ r/271"[(E - EO)2 + ir']. (46) 

In the last line of (46), we have introduced Eq. (39b). 
In particular, at the resonance E = Eo, and 

(47) 

It is necessary that the density of states be increased 
near a resonance, which means that r must be 
positive, in agreement with the previous discussion. 

An interesting expression is obtained if we attempt 
to write Eq. (32), which gives the scattering am­
plitude, in a form equivalent to the ordinary partial­
wave expression for 8-wave scattering. This is 

f = (1/2ik)(e2ia
• - 1), (48) 

where 00 is the 8-wave phase shift. In order to make 
(32) look like (48), it is necessary to assume that 
the energy is given by (24). With the us~ of the 
appropriate density of states, we find that the 
8-wave phase shift 00 is given by 

tan 00 = -71" VoG(E)/[1 - VoI(E)]. (49) 

Let us now examine the results we have obtained. 
In general, I (E) is negative for energies below. the 
bottom of the band, is positive above the band, 
and goes through zero somewhere in the band. 
We assume here that it has only one maximum 
and one minimum. This behavior is shown schemat­
ically in Fig. 1. In addition, we suppose that Vo is 
negative, corresponding to an attractive potential. 

(1) Vo is sufficiently small so that the l/Vo ¢ I(E) 
for any E. In this case there is neither a bound 
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state nor a resonance. The phase shift 50 starts at 0° 
at the bottom of the band, rises to a maximum, and 
decays to 00 again at the top of the band. 

(2) A resonance occurs. Note that the equation 
l/Vo = I(E) must have either two solutions or 
none. If the solution of lowest energy occurs within 
the band, there may be a resonance near that energy. 
The solution of high energy does not correspond 
to a resonance. The phase shift starts at zero 
at the' bottom of the band, passes through !11" at 
the resonance, reaches a maximum (less than 11"), 
and decreases. It passes again through h at the 
energy corresponding to the second intersection of 
l/Vo with I(E) and goes to zero at the top of the 
band. The density of states is increased near the 
resonance and diminished near the second inter­
section. 

(3) A bound state exists below the band. In this 
case, the intersection of I/Vo with ICE) has already 
occurred before the band begins. Therefore 1 - Vol 
is negative at the bottom of the band, and the 
phase shift starts out at 11", decreasing as a function 
of energy. It goes through h at the second inter­
section of I/Vo with I(E), and thereafter decreases 
to zero at the top of the band. Note that only 
one bound state can exist since l' is always negative 
below the band. Also, for usual band shapes, if 
there is a bound state, there will not be a resonance, 
since that would require the negative portion of 
I(E) to have two minima. 

m. AN EXTENDED PERTURBATION 

Next, we consider the situation in which the 
perturpation extends over more than one lattice 
site. In this case, we must develop the analog of 
the partial wave analysis of the scattering amplitude. 
We will still keep two of the restrictions previously 
imposed in that the potential will not have matrix 
elements between bands and the energy considered 
is low so that the band is spherical: E = EClkJ). 
Instead of Eq. (13), we now have to consider 

B.(Rm) = B!O)(R ... ) + L g.(R ... - R")V,,,.B.(R..), (50) 
"n 

in which we have abbreviated the matrix elements 
of Vas 

V"n = (s, p IVls, n). 

The impurity potential is assumed to have the 
point symmetry of the crystal lattice in which it 
is placed, and to vanish beyond some specified 
distance from the origin: 

V"" = 0 if R" > Ro, (51) 
or R" > Ro. 

I(E) .8 

.6 

.4 

.2 

-_-'.O---O--~1.0~~27~--~~~4.70--~~~O--~6~~-E-

-.2 

-.8 

I --- Vo =-.35 

FIG. 1. The function I(E) = f[G(E')/(E - E')] dE' is 
shown as a function of energy for a simple cubic lattice in 
which E(k) = 3 - cos kza - cos k.a - cos k.a. The straight 
line is drawn for l/V 0 = - 0.35 to illustrate the determina­
tion of bound states. A bound state occurs at an energy 
determined by the left-hand intersection of l/Vo with I(E). 

It follows that the functions B.(R ... ) must be 
linear combinations of functions transforming 
according to the irreducible representations of the 
crystal point group. 

Let us introduce a set of symmetrized linear 
combinations of plane waves 

C~Ol(R ... ) = L' U(a, R ... )BCOl(R .. ), (52) .. 
in which the index a denotes an irreducible rep­
resentation of the point group (when necessary to 
designate a row of a degenerate representation, we 
place a subscript v on a). The sum over m runs 
over all the different vectors R... which can be 
found from anyone of them by applying the op­
erators of the point group. All these vectors have 
the same length. A prime on the summation sign 
indicates such a restricted sum. The matrix U(a, R .. ) 
is unitary in that 

L' U(a, R ... )U+(R ... , (3) = 5a~, ... 
::E U+(R"" a)U(a, R",.) = 5"' ..... , 

(53) 
a 

where in the second of Eq. (52), the sum over a 

includes each row and each representation as many 
times as it may occur, and 

(54) 

Next, we apply the unitary transformation to 
(50). We thereby form symmetrized linear combina­
tions of scattering functions 

Ca(R",) = L' V(a, Rm)B(R .. ), (55) .. 
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which satisfy the equations 

C a (Rm) = C~O) (Rm) 

+ 2:' 2: U(a, Rm)g(Rm - R,,) V" .. B,(R..) 
m " .. 

(0) " = C a (Rm) + £oJ r a .m" V a ." .. C a (R .. ) , (56) 
"" 

in which 

m" (57) 

" .. 
In the second line of Eq. (56), the sums over p 

and n include all the direct lattice vector groups. 
This is denoted by a bar over the summation sign. 
For some sets of lattice vectors, more than one 
symmetrized function belonging to a given row of 
a degenerate irreducible representation exists, and 
each must be included in the sum. The indices 
m, n, p, etc. are to be generalized as required. 
According to the principles of group theory, the 
operators r and V do not connect states belonging 
to different irreducible representations. 

We must now solve Eq. (56). To do this, we 
consider first values of m such that Rm < Ro. From 
Eq. (51), it follows that functions Ca(Rm), with Rm 
satisfying the above criterion, are connected through 
the right side of Eq. (56) only with other functions 
Ca(R .. ) for which R .. < Ro. Therefore such values 
of R may be considered separately. 

We therefore define the matrix 

Qa.m .. = Om .. - 2: ra.m"Va,,, .. , (58) 
" 

so that Eq. (56) can be written as 

It is desirable to separate Da from Q-1 since it is 
D which determines the locations of possible res­
onances and bound states. We substitute (63) into 
(56) and obtain for Rm > Ro 

Ca(Rm) = C~O)(Rm) 

+ D:1 2: ra, .. "Va." .. Pa,"IC~O)(RI)' (64) 
" .. I 

If, as occasionally happens, V a .".. has only one 
element, say Va .11, different from zero, Eq. (64) 
reduces to 

Ca(Rm) = C~O)(Rm) + D-;.lr a.m1 Va.11C~O)(R1) 

= C~O)(Rm) + r a,m1 V a
,l1 C~0)(R1)' (65) 

1 - r a.11 V a •11 

To obtain the scattering amplitude, we transform 
back to the functions B. From (64) and (55), we 
have that 

B(Rm) = 2: U+ (Rm, a)C a(Rm) = B(O) (Rm) 
a 

+ 2: 2: U+(Rm, a)ra.m"D:1Va." .. Pa,"IC~01(RI)' 
a ""I 

(66) 

To simplify this expression and exhibit the scattering 
amplitude, we replace the symmetrized Green's 
function r by 9 through (57), 

B(Rm) = B(O) (Rm) 

+ 2: 2: 2: g(Rm - R")U+CR,,, (3) 
{J " "I 

(67) 

Let us examine the asymptotic form of g. From 
(29) in the limit Rm » R", we find 

2: Qa,m"Ca(R .. ) = C~O)(Rm). (59) g(Rm - R,,) 

" 
Therefore 

Ca(Rm) = 2: [Q:1] .... C~0)(R,,). (60) 
" 

We choose to write the inverse matrix Q-1 as 
follows: 

(61) 

where 

Da = det (Qa) = det [1 - ra Va]. (62) 

Thus we have 

C a (Rm) = D-;.l 2: P a, .. nC~O) (R .. ) .. 
(R .. , R .. < Ro). (63) 

- Og(k') { . / 2 
= 47rRm exp 1,koRm(1 - Rm·R" Rm)} 

= -Og(k') e-ik"R'eikoR., 

47rRm 

where k' is a vector in the direction of R .. , 

k' = koRm/Rm • 

Next, observe that 

2:' e-ik"R·U+CR", (3) 

" 

= (~t 2:' U*{f3, R,,)B(OI*(k', R,,) 

" 

(68) 
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(69) 

We have explicitly indicated that the symmetrized 
function C~O) depends on the wave vector k' which 
characterizes the outgoing wave. Similarly the func­
tion C~O) (R ,) which is present in (67) is really 
C~O) (ko, R ,) since it depends on the wave vector 
of the incident wave. 

With the use of (69) and (10), Eq. (67) may be 
written as 

nt [ ik.B. 

B(Rm) = (271-)1 eik.oR.. - 27r2g(k') e R ... 

X L: L: D,/ V~.'Pf'P~.n/C~O). (k', Rv)C~O) (ko, R,)]' 
~ ""I 

(70) 

The scattering amplitude is 

I = -27r
2
g(ko) L: D;l L: V~.'Pf' 

~ 'Pf'1 

X P{J.",C~O)·(k', Rv)C~O)(ko, R/), (71) 

This equation expresses the scattering amplitude 
as a sum of contributions from the irreducible 
representations of the symmetry group of the 
potential and is therefore the analog of the usual 
partial-wave formula. An analysis of the significance 
of the scattering amplitude in the solid-state problem 
will be found in Appendix B. 

If we write 

I = L: Ip, 
{J 

where now the sum over (3 includes only irreducible 
representations themselves, and not their rows, we 
have 

Ip = -27r
ll
g(ko)D;1 L: VP . .,,,pp.,,z 

.,nl 

X L: C~~)·(k', R.,)C~~)(ko, Rz), (72) . 
in which the index II designates a row of the 13th 
irreducible representation. 

Only those symmetrized combinations of plane 
waves which can be formed from B(O) for Rm within 
the range of the impurity potential can be scattered. 
This means that only those partial waves which 
belong to the irreducible representations of the 
point group which can be formed in this manner 
can appear in (71). For a sufficiently extended 
perturbation, all of the irreducible representations 
will appear. If, however, the potential includes only 
one cell, only one term (the 8 wave, r l ) appears 
as has already been seen. For potentials extending 

to first neighbors only, we have, in cubic systems, 
the following sets of partial waves to consider: 

Simple cubic Body-centered Face-centered 
cubic cubic 

r l (1, s) r l (1, s) r l (1, s) 
r 15 (3, p) r15 (3, p) r 15 (3, p) 
r 12 (2, d) r25, (3, d) r 12 (2, d) 

r2, (1, f) r 25, (3, d) 
r 25 (3, f) 

The representations are designated according to the 
notation of Bouckaert, Smoulochowski, and Wigner. 2' 

The degeneracy of the representation and the 
approximate symmetry in terms of spherical, or 
more properly Kubic, harmonics is given in paren­
thesis for each representation. 

Much of the general analysis of the scattering 
amplitude which was developed for the model of 
Eq. (12) is also applicable here. In particular, 
bound states or localized modes are found at energies 
E outside the continuum for which 

Dp(E) = 0, (73) 

whereas resonances occur for energies, ER , which 
are the real parts of complex energy solutions of 
(73), as has been discussed above (Of course, ER must 
lie in the band). The imaginary part of the energy 
defines a level width as has been discussed previously. 

Although the order, n, of Dp is finite and is given 
by the number of symmetrized linear combinations 
of plane waves which can be formed from the B(O) (R",) 
that belong to a particular row of the 13th irreducible 
representation, Dp is not a polynomial function of E. 
However, for energies below the bottom of the band, 
or above the top of the band, the Green's functions, 
which are real for such energies, may be expanded 
in powers of l/E (we measure energies from the 
midpoint of the band). Hence, in this region, we 
may write: 

Dp(E) = E-"[d~n) (E) + O(1/E) + ... ], (74) 

where d~n) (E) is an nth order polynomial in E, 
and such that the coefficient of E" is unity. The only 
circumstances in which such a statement will not 
hold occur if there should be "accidental" cancella­
tions of the terms. Hence, for energies well-removed 
from the band, the resonance condition is 

d~")(E) = 0, 

and this equation cannot have more than n roots. 
In addition, one observes that the algebraic sign 

24 L. P. Bouckaert, R. Smoluchowski, and E. Wigner, 
Phys. Rev. 50, 58 (1936). 
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of D{J at the bottom (or the top) of the band will 
be (-1) I where l is the number of bound states, 
below (or above) the band. This result has a certain 
resemblance to Levinson's theorem. 

The change in the density of states produced by 
the imperfections may be expressed in terms of the 
functions D{J. We consider the basic equation (44) 
which expresses the change in the density of states, 
N, as the imaginary part of the logarithmic derivative 
of the determinant of the matrix I - [liCE - Ho)]V. 
The determinant of a matrix is unchanged by a 
unitary transformation, so we may write formally 

1 d 
!!.N = -; 1m dE 

X Indet[I - U E+ ~ Ho U+UVU+] , (75) 

where U is the unitary transformation introduced 
in Eq. (52). This transformation causes the de­
terminant to factor into portions corresponding to 
the various irreducible representations. It will be 
seen from (62) that these factored parts are just 
the functions D{J. Hence 

det [I - U E+ ~ Ho U+UVU+] 

= II D{J(E), (76) 
{J 

where the index fJ includes the rows of the rep­
resentation. The change in the density of states may 
therefore be expressed as a sum of contributions 
from the irreducible representations, 

(77a) 

where 

!!.N{J = -.! 1m (1- dD{J). (77b) 
7r D{J dE 

In (77a) , one term appears for each row of a de­
generate irreducible representation. 

We can determine the locations and widths of 
resonances directly from D{J. We will suppose that, 
for some energy E~{J) , 

(78) 

In addition let D{J,r and D{J.l be the real and 
imaginary parts of D{J, and let a prime indicate 
differentiation with respect to energy. We expand 
D{J near Eo, 

As before, we write E = E{J,r - ir{J12, set DII = 0, 
separate real and imaginary parts; and solve the 
resulting pair of equations. 

_ _ DII.iDp.; 
E fJ •r - Eo (D')2 + (D' .)2 

P. r 11.1 

(80) 

2DfJ,iD£.r '" 2Dp•i • 

rp = (D' )2 + (D' .)2 '" D' 
{J. r 11.1 II. r 

In the second step of each of Eq. (80), we have 
assumed that ID,LI » ID£.t!. These results are, 
of course, quite similar to Eqs. (39 a,b), and in fact 
reduce to them through the substitution, valid for 
the model discussed there, that D{J.r = I - Vol (E) ; 
D{J,i = 7rVoG(E). We also have, 

!!.N ~ 1 
II ~ 27r (E - EO)2 + 1 r~ , (8Ia) 

and, for E = Eo 

(8Ib) 

These expressions agree exactly with Eqs. (46) 
and (47). 

Now let us return to Eq. (72) which expresses 
the contribution to the scattering amplitude from 
the fJth irreducible representation. One general 
result may be deduced. The plane-wave combina­
tions C~~) (k, R), if expanded in powers of kR, yield 
symmetrized combinations of spherical harmonics 
which belong to fJ, (Kubic harmonics). Hence for 
sufficiently small k, the scattering amplitude is 
proportional to e l

, where l is the "angular momen­
tum" corresponding to the lowest-order Kubic 
harmonic appearing in the expansion of C~~). 
Exceptions to this result can arise only when 
cancellations occur in the sum, in which case the 
scattering amplitude will be proportional to a higher 
power of k. 

To see this result in more detail, and in order to 
investigate the angular dependence of the scattering 
amplitude, let us consider the case of p-wave 
scattering in a simple cubic lattice with nearest 
neighbor interactions only. By p wave, we mean 
that the representation r 15 of the cubic point group 
is considered. In this case (72) becomes 

f" = -27r2g(k')D;IV".1l 

X L: C;~)·(k', Rl)C;~)(ko, R1). (82) 
• 

DiE) = (E - Eo)DL 

+ i[DII.i(Eo) + (E - Eo)D~.i(Eo)]. 
Basis functions for the rows of the r 15 representation 

(79) are functions transforming as x, y, z under the cubic 
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point group. We must make a linear combination 
of plane waves eik

•
o

, etc., which transform as 
required.26 This is easily done using group theoretic 
methods, as described in Ref. 25. The normalized 
functions are 

potential is of finite dimension, or at least that it 
may be truncated. The equation for the scattering 
functions is 

B.(Rm) = B~O)(Rm) + g.(R ... ) 1: V:,B,(O). (87) , 
C;~)(k, R;) = [n'/(21r)!] V2 sin kza, 

etc. Hence we find for fp 

(83) As usual, we consider (87) for Rm = O. Let the 
incident wave belong to band u and have wave 
vector ko. Then 

fp = [- ng(k')/21rDp] VP •l1[sin k~a sin koza 

+ sin k~a sin ko.a + sin k~a sin ko.a]. (84) 

If we expand the sines, and retain only the first 
term, we have an approximation valid for long 
wavelengths, 

fp = [-na2g(k')/21rDp](k~koz + k~ko. + k~ko,)Vp.l1 
(85) 

in which (J is the angle between k' and ko, i.e., 
between the incoming and outgoing waves. This 
angular dependence of fp is just what is found for 
p-wave scattering in elementary quantum mechanics. 
In addition, one naturally finds that the s-wave 
(r I) amplitude is independent of angle (but only 
in the long wavelength limit). 

Results for other representations are not partic­
ularly simple because the spherical harmonics of the 
same "l" may be divided between several representa­
tions, and one cannot make use of the addition 
theorem. The greater complexity of the present 
"partial-wave" formula [Eq. (72)] as compared with 
the formulas of elementary quantum mechanics 
results from the lower symmetry of the present 
problem. In particular, it does not seem to be 
possible to express the scattering amplitudes solely 
in terms of Ik' - kol, that is, in terms of Ik'i and 
the angle between k' and ko. 

IV. PERTURBATION CONNECTING BANDS 

Additional complexities arise when the defect 
potential is allowed to have nonvanishing matrix 
elements between different bands. In this situation, 
most significant physical quantities become matrices 
in the band index. We will consider this problem 
first within the framework of a generalized Koster­
Slater model, in which we write, instead of Eq. (12), 

(s, llVl t, n) = V:,51•o5 ... o• (86) 

This potential is localized on a single site, but 
connects different bands. It is necessary here and 
in the following to assume that the matrix of the 

26 J. Callaway, Energy Band Theory (Academic Press Inc., 
New York, 1963), Chap. II. 

B.(O) = [n'/(21r)i]5 .... + g.(O) 1: V!,B,(O). (88) , 
We define the matrices Q' and pi similarly to 
(58) and (61), 

Q:, = 5" - g.(O)V!" (89) 

and 
[Q,-I] = D-1p' .t .1, (90) 

in which D' = det Q'. Then we find (91) 

B.(O) = [n'/(21r)!](P ... /D') , (92) 

from which we obtain 

= (2~)' [eik 
•• 

Rm 
- ~1r g.(qo) ~~~: ~ V!IP: .. l (93) 

In the second line of (93), we have passed to the 
limit of large Rm with the use of Eq. (29). The 
outgoing wave has wave vector qo. 

The scattering amplitude which is obtained from 
Eq. (93) is evidently 

f - - n g.(qo) " V' P' (94) ... - 41r D' ~ ., , .. , 

which is a component of a matrix. This result may 
be interpreted as follows: A wave of propagation 
vector ko in band u is incident upon the defect. 
Scattered waves are obtained not only in band u 
but in all other bands in which it is possible to 
satisfy the requisite conditions, Eq. (19). We note 
that in this case, the magnitude of the wave vector 
qo, of the outgoing wave in band s will not be the 
same as ko, since the energy-wave vector relation 
will be different in different bands. 

The conditions for the existence of a bound state 
or resonance is, as usual, 

D'(E) = O. (95) 

Since D' is the determinant of a matrix containing 
the interband couplings, several bound states and 
(or) resonances associated with different bands may 
appear. 
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These results may be, unfortunately, purely 
formal. Unless the potential energy matrix V;, is 
finite, an exact calculation of Q' is not possible. 
If the potential matrix is infinite, approximation 
techniques must be employed. 

The general case in which the potential-energy 
operator is not diagonal in either the band index 
or the site index is similar in principle. It will be 
assumed that only a finite number of bands need 
be considered. The basic equation is: 

B(Rm) = B(O)(Rm) 

+ L G(Rm - R..)V(R,., R,,)B(R,,), (96) 

in which B is a vector with respect to the band 
index, while V and G are matrices in this quantity 
(however, G is diagonal). We can still make the 
unitary transformation which separates the irreduc­
ible representations since the coefficients depend 
only on the representation and not the band. In 
this way, we obtain an equation analogous to (56), 
except that all the quantities are matrices or vectors 
in the band index, 

Ca(R ... ) = C~O)(Rm) + L r a,mpVa,., .. Ca(Rn). (97) ., .. 
The technique for solution of this equation is 

similar to that of Eq. (56) namely, one first solves 
the portion involving sites for which the potential 
is not zero. The dimension of the matrix Q, etc. 
is now larger, since for each site there are as many 
elements as there are bands involved. The resonance 
bound-state equation 

may have an appropriately larger number of roots. 
We may therefore proceed directly to the answer, 
which is a generalized form of Eq. (71) or (72), 
since nothing fundamental is altered in the analysis. 

Let C ~?! denote a linear combination of plane 
waves belonging to band 8. The dependence on 8 

comes from the fact that if a specific energy is 
given, the wave vectors corresponding to that energy 
will be different in the different bands. The scattering 
amplitude is now a matrix, characterized by band 
indices, as is already evident from Eq. (94). We have 

f" = L f~"" 
(J 

where the index 13 still describes the irreducible 
representation and 

f~", = -21r
2
g.(qo)D;1 L L V~,., .. ,."P{J, .. I.'" 

pnl " 

In this equation, the indices su, ut, etc., on V and 
P designate the bands. In particular, 

V{J . .,n .... oa{J = L' U(a, Rp) 
pn 

X (8, p /VI u, n)U+(R .. , {3), (99) 

and 

(100) 

in which 

Q{J,nl,ul = 0 .. 10", - L r/l,";'" V{J,;i, .. , (101) 
; 

with 

= L' U(a, Rn)~MRn - Rj)U+(Rj, {3). (102) 
nj 

It will be observed that i{J,,' is proportional to 
the sum of matrix elements of the operator VQ-\ 
evaluated on the basis of symmetrized linear 
combinations of plane waves belonging to the rows 
of the 13th representation and belonging to bands 
8 and t. 

The physical interpretation of the scattering 
amplitude is the same as for Eq. (94). 
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APPENDIX A 

We will consider the application of the preceding 
general theory to the scattering of phonons by mass 
defects and to the scattering of spin waves by 
magnetic defects. An equation analogous to Eq. (8) 
is derived in each case. In the lattice dynamics 
problem, we consider a crystal with one atom in 
each unit cell. In the presence of defects, the time­
independent equation of motion may be written as 

L [M,./OlnOa{J - <l>a~(R/' R..)]U{J(R,.) 
A,{J 

= L .:l~pU{J(R,.), (AI) 
n,{J 

in which U a (Rn) is the ath rectangular component 
of the displacement of the atom in the cell centered 
at R,., M is the atomic mass, <l>a{J is the potential 
energy matrix, and .:l~ii characterizes the defects. 
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The notation is that of Ref. 11 to which the reader 
is referred for additional information. It will be 
observed that this equation already has the form 
of Eq. (5), in which the component index a is 
analogous to the band index j and the displacements 
u replace the B's of that equation. Notice also that 
the energy is replaced by M w2

• 

We can invert (AI) immediately to obtain 

U,,(RI) = U~O)(RI) 

+ L g,,~(R1 - R")Ap~U.(R,,,), 
~., 
... ft 

in which the Green's function 9 is a solution of 

L [Mw2
c5""c5 ln - <Jl,,~(RI' R",)] 

""" 
and is given by 

g",,(R1 - Rm) 

x g~.(R", - R..) = 

(A2) 

-~ ~ J d3k e,,(~)e~(~) ik·(RI-R.) (A4) 
- (2'lIl ~ M[w2 

- w~(k)] e , 

in which the e" are components of the eigenvectors 
of the dynamic matrix satisfying the equations 

~ e~(~)e,,(:) = c5jj', 

~ e~(~)e~(~) = 15"", 

(A5) 

~ D,,~(k)e,,(~) = w~(k)e,,(~) , (A6) 

and 

MD",,(k) = (A7) 

Finally we note that U(O) is a solution of the homog­
eneous equation obtained from A(l) by replacing 
the right side by zero. 

U~O)(RI) = [n!/(271')!Jeik'Rlea(~)' (AB) 

The proofs of these statements are straightforward. 
First one verifies that the expression (AB) for U(O) 

is correct: 

- cJ?",,(RI, R ... )]U~O)(Rm) = MW2U~0)(RI) 

- L eik'Rleik'(R.-RI)cJ?",,(R ... , RI)e8(~) 
".... J 

= Mw2U~O)(R,) - M i= eik'R'D",,(k)e,,(~) 
= M[w2 

- w:(k)JU~O)(Rr). (A9) 

In the third line of (A9) we have converted the 
sum over m to one over m - l. Hence, we see that 
if w = wj(k), U~O) (R,) is a solution of the homogeneous 
equation. It corresponds to an incident wave of 
definite frequency. 

Next, one verifies that (A2) is a solution of (Al). 
This is accomplished easily by substitution of (A2) 
into (AI), with the use of (A3). The process is 
completed by showing that the Green's function 
given by (A4) satisfies (A3) as required. We have, 
on substitution, 

Hence, (A2) is analogous to (B) as required. In the 
case of a defect differing from the host lattice only 
through its mass (M + 15M) and located at the 
origin, we have 

t.:;,," = c5fJ •• Jm ... J ... oc5Mw2
, (All) 

so that (A2) takes the simpler form 

U ,,(R,) = U~O)(RI) + JMw2 L g",,(R,)U,,(O). (AI2) 
~ 

This equation is similar to that obtained in the 
Koster-Slater model except that the "potential" 
here is frequency-dependent. In particular, the 
condition for resonance and bound states is just 

det [J afJ - JMw2g,,~(O)] = o. (AI3) 

We next consider the spin-wave problem.12 It is 
assumed that the spin waves are obtained from a 
simple isotropic exchange Hamiltonian, 

3C = - L J(R .. , R ... + 4.)S(R .. )· S(R ... + 4.). (AI4) 
m.4. 

Here 4. is a vector connecting an atom to its nearest 
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neighbors. We neglect any external magnetic field 
as largely irrelevant to the present discussion. Next 
we introduce the usual spin raising and lowering 
operators S",(R) = S,,(R) ± is.(R). Then 

3C = - E J(R"" Rm + a)[S.(R ... )S.(R", + a) 
.... .1 

+ S-(Rm + a)S+(Rm)]. (A15) 

The ground state of the ferromagnet is described 
by the ket 10) and characterizes a condition of 
complete spin alignment, 

(ml E - Ho Il) = (E - 2JoSoZ)51 ... 

+ 2JoS05RI-R •. .1, (A21) 

in which Z is the number of nearest neighbors. Also, 

(ml V Il) = 5R1 .R .. 

X [2Sz(J' - J O)5R1 .O + 2(J'S' - J OSO)5R, . .1] 

- 2[J'(S'So)i - JOSO]5RI-Rm . .1(5RI.O + 5Rm .0)' 

(A22) 

We may now pass directly to Eq. (8). This equation 
now has the form 

S+(R",) 10) = O. (A16) cf>(R".) = cf>(O)(Rm) 

We neglect the interaction between spin waves and + E S(Rm - R,,)(PI V In)cf>(R..), (A23) 
define a complete set of orthonormal states cor- P" 

responding to a single spin deviation at site R l : in which cf>(0) is a solution of 

(A17) 

The operator S-(Rl) lowers the z component of the 
spin at the site R l , and therefore creates a single 
spin deviation. S(RI) is the "magnitude" of the 
spin at R, in the sense that the eigenvalue of S2(R1) 
in the ground state is S(RI)[S(RI) + 1]. 

An arbitrary one spin-wave state 1'1') may be 
expanded in the kets Il), 

1'1') = E cf>(RI) Il). (A 18) 
I 

Evidently, cf>(RI) is the projection of 1'1') on Il), 
and 1cf>(R1)12 may be interpreted as the probability 
of finding a spin deviation at R ,. These functions 
are analogous to the quantities B(R,) introduced 
in the previous discussion. The equation satisfied 
by cf> can be determined by writing the Schrodinger 
equation for 1'1'), and forming the scalar product 
with some bra (ml, so that we have 

E (ml 3C Il)cf>(R,) = Ecf>(Rm). (A19) 
I 

When the matrix elements are calculated, (A19) 
takes the form 

2 E J(R" R, + a) [S(R1 + a)cf>(RI) 
.1 

in which the zero of energy has been chosen to 
correspond to the ground-state energy of the system. 
We now suppose that a defect which has spin S' 
and exchange integral J' coupling it to its neighbors 
is located at the origin. (The host lattice has these 
quantities equal to So and J o, respectively). 

We wish to write (A20) in a form equivalent to 
Eq. (5). To this end, we define 

(A24) 

and S satisfies 

E (ml E - Ho Il)S(R, - R,.) = 5"..... (A25) 
I 

We easily find that 

cf> (O)(Rz) = [Oi/(211")!]e,k'RI, 

E(k) = 2JoSo(z - E cos k· a). (A26) 
.1 

The Green's function S(R", - R,,) is given by 

o f ,k' (R .. -Rp) 

S(Rm - R,,) = (211")3 d
3
k; _ E(k)' (A27) 

just as in Eq. (17). 
One point of difference arising in the consideration 

of defect scattering of phonons and spin waves 
should be noted. In the case of phonon scattering, 
we have in the case of the isotopic impurity, a 
physical situation approximating the Slater-Koster 
model of an impurity potential which is different 
from zero only in a single cell. In the case of spin 
waves, however, a magnetic defect influences the 
coupling of spins, and therefore the effective potential 
extends over nearest neighbors of the defect. 

APPENDIX B 

In this appendix, we will consider the justification 
for the use of the term "scattering amplitude" to 
describe the coefficient of e'kR /R in the expression 
for B(R). To do this, it is desirable to consider 
the probability current density vector. We express 
the current density as 

j = Ulf*Vlf + lfV*If*], (B1) 

in which V is the velocity operator. In the present 
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case, we introduce a lattice vector operator conjugate 
to the wave vector,26 and write 

v = (ijli)[HR - RH]. (B2) 

We wish to evaluate (B1) using (B2) in the 
scattering problem. Therefore we work in a rep­
resentation in which the wavefunctions if; appearing 
in (B1) are the scattering functions B,(Rn). This 
interpretation is justified physically since IB, (RnW 
gives the probability of finding the excitation on 
the site located at R... It is necessary to determine 
the velocity. To do this, we consider a time-depend­
ent form of Eq. (S) for values of Rn and Rm suffi­
ciently large so that the matrix elements of the 
potential vanish. This is 

:E (s, ml ~ ..... ili(ajat) - Ho Is, n)B,(Rn) = O. (B3) 

e.(Rm - R..) = (2~)a eiko·(R_-R., 

"A("Or,( . a )"( . a )O( . a)' x f;: ap. -1. aRm. -1, aRm~ -1, aR .... 

x J ei.'(R .. -RI>' d3
K = ~m1lE.( -iV m). (B7) 

Then Eq. (B3) becomes 

ili(ajat)B(R) = E,(-iVR)B(R). (B8) 

Evidently the Hamiltonian in this representation 
is just E,e -iVR)' We can now proceed to evaluate 
the commutator in (B2). This is done by expanding 
the opera tor E, ( - iV R). Evidently only the linear 
term in the expansion contributes, and we find 

(B9) 

The matrix elements of H ° can be obtained from This gives 
Ref. 2S, Sec. 2.11, j = Ji,-l(VkE,)IB(ko, R)I\ (B10) 

(s, ml Ho IS, n) = e.(Rm - R..), (B4) 

in which 

(BS) 

and the integration includes the Brillouin zone. 
We now express (BS) in terms of a differential 

operator by the following device. The functions B. 
in which we are interested are characterized by 
some wave vector, ko. We expand the energy as 
a power series in k around ko, 

e.(k) = 1: [(k - ~)'Vk]IE. = 1: (x.;)IE. 
1-0 l. 1-0 l. 

- "A("·o.r',, 0 r (B6) - L..J ap. KaKpK •• 
"or 

In this equation, we have defined 

x = k - ko, 

and K a , ICfl. IC. are rectangular components of x. 
The quantities A~ii:,r) are coefficients which depend 
on the energy and its derivatives at the point ko. 
Eq. (B6) is inserted into (BS), which becomes 

e.(R ... - R..) = (2~)a e,ko·(R_-R., 

At this point, we treat the lattice vectors as con­
tinuous variables so that we may write 

28 G. Wannier, Elements of Solid State Theory (Cambridge 
University Press, London, 1959), p. 174. 

which is just the result one would expect. 
The coefficients B(R) have the general form 

B(R) =.. iko'R + fe-01 [ ik'R] 
(2'/!) e R (Bll) 

for a scattering problem. Then the probability per 
unit time that the scattered particle will pass through 
an element of area ds = R2dw at a distance R from 
the scattering center is IVkE,I~. Wdw. The ratio 
of this to the probability current in the incident 
wave is 

dO' = [IV~.I~·jIV~.lko] IW dw. (B12) 

There is no interference between the two terms 
of (BlO) if we assume that the incident beam of 
particles is actually of limited extent (a wave 
packet), in which case the current in the scattered 
wave is evaluated at a point at which there is 
actually no incident wave. This restriction leads 
to the conventional definition of the differential 
cross section. 

(B13a) 

If we consider energies low enough so that the band 
is spherical, k' = ko, and 

(B13b) 

One further point is worth discussing. The 
resemblance of B.(R) to a wavefunction of ordinary 
scattering theory is obvious. In addition, it can be 
shown that in the limit of (1) a vanishing crystal 
(periodic) potential, and (2) vanishing lattice con­
stant, B becomes just such a wavefunction. 
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If the crystal potential vanishes, the Bloch func­
tions are just plane waves, 

The Wannier functions are 

a(r - R .. ) = (2~i f d3ke-ikoR'",(k, r)o 

In the limit of vanishing lattice constant, the 
Brillouin zone expands to include all k space. Also 
there is only one band, 

a(r - R) = (2~)3 f eiko(r-Rl d3r 

= n' oCr - R). (B15) 

Then, referring to Eq. (4) of the main text, we see 
that we must replace the summation over lattice 

vectors by an integral 

Hence, Eq. (4) becomes 

w(r) = ~ f d3RB~)a(r - R) = n-'B(r). (B16) 

The factor of n-1 in (B16) may seem peculiar, but 
it is required to cancel a factor of n' in (BU) and 
restore the proper normalization to the scattering 
wavefunction. Also, we evidently have E(k) = 

h2ej2m, so that from Eq. (5) and (B8), it follows 
that B~) satisfies the ordinary SchrOdinger equa­
tion. We have therefore established that the present 
theory reduces properly to the ordinary scattering 
theory of elementary quantum mechanics. 
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In a field theory with more than one unrenormalizable interaction (like the W theory with weak 
and electromagnetic coupling), the important problem arises of resumming multiple series of in­
dividually divergent terms. In order to get a first insight in the new questions which arise for multiple 
as compared to single series, we study the analogous question for a superposition of two singular 
potentials, using a family of exactly soluble cases. We ask whether one can expand resummed series 
for the zero-energy scattering amplitude in powers of one coupling constant with coefficients de­
pending on the other. The answer depends both on the relative magnitude of the coupling constants 
and on the relative degree of singularity of the interactions. Depending on these two conditions 
one finds three regimes, one where a convergent power expansion holds, another where an asymptotic 
expansions obtains, and a third where it is impossible to expand in powers of either single constant 
separately. It is conjectured that a similar situation will be true in a field theory with leading power 
singularities only (and no logarithmic ones), if such a theory has meaning. 

I. INTRODUCTION 

I N a previous paper, I certain properties of repulsive 
singular power potentials were studied by means 

of the method of summing infinite series of in­
dividually divergent terms. In particular such 
properties were considered for which a closed-form 
answer is available by other means. The whole 
point of the work was in fact to get a clearer under­
standing of the peratization methods by applying 
it to questions where the answer is guaranteed to 
exist, something which so far has always to be an 
assumption in the case of real interest, namely 
unrenormalizable field theory. In the present paper 
we study more complicated singular potentials. 
Their general character is the superposition of two 
singular potentials, each with its own coupling 
constant. It should at once be stressed that we 
do not do this because we wish just to generalize 
the results found in I for a single power potential. 
While the motivation for the present investigation 
stems again from field theory, it is different from 
the one which led to the previous work, as is now 
to be explained. 

Suppose we have a field theory with an un­
renormalizable interaction characterized by a cou­
pling constant PI which is small. We like to get a 
meaningful answer for some quantity like a scatter­
ing amplitude by first summing the leading singular 

* Alfred P. Sloan Foundation Fellow. 
IN. Khuri and A. Pais, Rev. Mod. Phys. (to be published). 

This paper is hereafter referred to as 1. See, also, G. Tikto­
poulos and S. B. Treiman, "Weak Coupling Limit for Scat­
tering by Strongly Singular Potentials" (to be published). 

parts of the terms in the perturbation series. As 
shown in concrete cases/ ,3 this leads one to ask 
whether meaning can be given to expressions like 

1· A'" ~ "AP" lID L." anPI , (1.1) 
A_co n 

where A is a (dimensionless) cutoff, the series is an 
infinite one, and the numbers an, a, and {3 are 
characteristic for the problem at hand. (For simplic­
ity we take an example where all the leading singular 
terms are power singularities.) We then say: if the 
theory exists and the method has meaning, Eq. (1.1) 
gives the result cf>( co )p~"'/P where cf>( 00) is a number 
defined by 

cf>( 00) = lim cf>(z), 

cf>(z) = z"'/P L anz" 
" 

(1.2) 

If we can define a limiting process which leads to 
a finite cf>( 00), we then proceed to sum the next 
leading singular terms, etc. 4 

Let us now consider a theory with two un­
renormalizable interactions, coupling constants PI 

and P2. Let the leading singular term ""'P~P; again 
be a power singularity (for the sake of argument). 
Then instead of Eq. (1.1) we must try to give 
meaning to 

2 G. Feinberg and A. Pais, Phys. Rev. 131, 2724 (1963). 
3 G. Feinberg and A. Pais, Phys. Rev. 133, B477 (1964). 
'For general features of the method see, e.g., A. Pais, 

"Methods and Problems in the Dynamics of Weak Inter­
actions," in Proceedings of the Siena Conference on Ele­
mentary Particles. 1963 (to be published). 
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Inn· Aa '" '" "A/lm+ 'Y" L.J a", .. p iP2 , (1.3) 

where the numbers am.. are independent of Ph P2, 

and A. The question now arises: how do we treat 
this infinite double sum? What is the analog of 
introducing the variable z as we did above? 

It is evident that we need a further prescription 
when we deal with infinite double sums. Let us 
make an example. Suppose we try to represent 
Eq. (1.3) as follows by a single infinite series, 

L: e .. (Pi) p;, (1.4) .. 
where 

( ) 
_ -(a+'Y")//l.J,. ( ) e .. Pi - Pi '1'.. ex> , 

¢ .. (z) = Z(a+'Y")//l L: am~m, (1.5) .. 
For this to be sensible the following need be true. 
First, for all n, ¢ .. ( ex» should exist. Secondly, the 
power series expansion in P2 given by Eq. (1.4) 
should be possible, if not as a convergent expansion, 
then at least as an asymptotic one. When is it 
possible to have such an expansion in Pi with 
coefficients in P2? Or one with the roles of Pi and P2 

interchanged? Or one in a variable made up out 
of both Pi and P2? 

Evidently this problem is far more complex than 
the one for a single interaction. The problem is 
also extremely acute. To give the perhaps most 
important example: the W -meson theory of weak 
interactions is unrenormalizable. So is W electro­
dynamics. Consider for simplicity (if for no better 
reasons6

) the case where the bare gyromagnetic ratio 
of W mesons = 1, (the case known6 as K = 0.) 
Then we have a two-coupling problem and we must 
ask such physical questions as the influence of the 
electromagnetic interaction on the "purely weak" 
phenomena; and vice versa. As long as we have 
no established technique for two-coupling problems, 
we certainly cannot be content to say that certain 
effects can be ignored just because of the smallness 
of some coupling constant. Another example of two 
such couplings is W electrodynamics with K rf 0; 
and there are more complicated situations. 

For the "weak-plus electromagnetic" problem it 
has been conjectured6 that the main damping of the 
higher-order perturbation contributions comes from 

~ J. Bernstein and T. D. Lee, Phys. Rev. Letters 11, 
512, (1963). 

8 T. D. Lee and C. N. Yang, Phys. Rev. 128, 885 (1962); 
T. D. Lee, ibid. 128, 899 (1962). 

electromagnetic effects, for both electromagnetic and 
weak phenomena. That is to say, one should first 
peratize in the electromagnetic effects and then 
obtain a series of the structure of equation (1.4) in 
powers of the weak coupling constant with co­
efficients in the electromagnetic coupling constants. 
However, it seems difficult to reconcile this con­
juncture with the results of a recent study7 of the 
combined weak and electromagnetic effects for K rf O. 
We do not enter at this time in any further detail 
about these questions, nor do we discuss here the 
problem "weak vs electromagnetic" for the case 
K = 0 (which is more delicate). All we wish to bring 
out for the moment is that there are new problems 
to be faced when we have to do with multiple series 
of divergent terms. So far there exists no related 
situation in physics that we know of where such 
questions are treated. This is the reason why we 
thought it worthwhile to examine the case of two 
singular potentials. As in I, we need not worry 
about existence of answers. Also, as in I, we shall 
deal with a number of cases where the answer is 
known in closed form by other means than the 
summation of series of divergent terms. 

In Sec. II we discuss potentialsS of the form 
lX-2r

-
2 + fx- r

-
2 with T > 1. It was explained in I 

why we can confine ourselves to the zero-energy 
case and the same is true here. The zero-energy 
wave function can be given in closed form; hence 
the same is true for the zero-energy scattering 
amplitude. We consider the latter quantity as a 
function of f and g2 and ask (Sec. III) when we 
can expand in f (for fixed g) or in g2 (for fixed f). 
The results are summarized in Fig. 1. There is a 
region (1) where the expansion in f converges. 
There is no region where the expansion in g converges. 
However, there is a domain near the positive faxis 
(2) where one has an asymptotic expansion in g. 
The extent of this domain has the vagueness in­
avoidably connected with asymptotic series. There 
is a remaining domain (3) where one can expand 
neither in f nor in g; only double series can be used 
here. Finally, for g = 0, f < 0 (4), there does not 
exist a scattering amplitude, as follows from the 
well-known work of Case.9 In terms of the present 
methods, what happens in this instance is the 

7 Y. Pwu and T. T. Wu, Phys. Rev. 133B, 1299 (1964). 
T. T. Wu, in Weak Interaction Conference, Brookhaven 
National Laboratory, September 1963 (to be published). 

8 The special case T = 1 occurs in the work of E. Predazzi 
and T. Regge, Nuovo Cimento 24, 518 (1962). For T = 1 
there are some minor complications at large distances which 
we wish to avoid as they have no bearing on the problem 
which interests us here. 

I K. M. Case, Phys. Rev. 80, 797 (1950). 
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following. As long as the attractive singular potential 
is cut off, the scattering amplitude contains a well 
defined quotient of functions of the cutoff. However, 
the limit of the quotient does not exist as the cutoff 
tends to zero [Eq. (3.4) below]. 

What we have therefore learned can be sum­
marized as follows. We have two couplings, the 
more singular one characterized by g, the less 
singular one by I. If the less singular one is also weak 
compared to the more singular one (f « g, both 
quantities have the same dimension), then a con­
vergent power series in the "weak" one is possible. 
On the other hand, when g « I one still cannot 
develop in g in a convergent way, though there does 
exist an asymptotic expansion in g, as long as the 
theory makes sense lor g = o. 

We have shown this for a specific relative degree 
of singularity. In terms of the general form [Eq. (1.3)] 
of a double expansion, we have PI = I, P2 = l, 
and 'Y = 2{3. We do not believe that the specific 
relation 'Y = 2{3 is material for the validity of the 
above result and we would like to state the following 
conjecture for the potential problem: 

Whenever we are led to an expansion like Eq. (1.3) 
and'Y > {3, then for sufficiently small p!/Pp;lI'Y there 
will exist a convergent expansion in Pl. And for 
sufficiently small p!1'Y p;l/fJ there will exist an asymp­
totic expansion in P2, as long as the theory makes 
sense for P2 = o. 

If (and only if) this is indeed the case, then we 
would be encouraged to think that the same situation 
regarding expansions in PI and P2 may hold in 
unrenormalizable field theory. It should be stressed 
that we only wish to entertain such conjectures in 
the absence of log A factors in the double sum. 

We now turn to the mathematical details. 

II. A SPECIAL CLASS OF POTENTIALS 

We discuss here a special class of potentials for 
which solutions can be given in explicit form, namely, 

g2 I 
VCr) = """2+2. + --;-:;:-;: , 

r r 
T > 1, (2.1) 

where we shall take g > 0 by convention; I may be 
of either sign. The s-wave Schrodinger equation 
at zero energy is 

(2.2) 

which we need to solve under the following boundary 
conditions: 

!/I(O) = 0, !/I(T) ,...., r as r ~ co. (2.3) 

FIG. 1. The different expansion 
regimes in the I-g half-plane. 1: 
domain of convergent power series 
in I. 2 (g = 0, I > 0): asymptotic 
series in g. 3: no single power 

9 series in f or g is possible. 4 (g = 0, 
f < 0): the theory has no meaning. 
1 is separated from 3 by If I 
g(.,. + 1). 

Put 

y = 2g/(TTr). (2.4) 

Then cf> satisfies 

d
2

cf> [1 I 1 (1 1 ) 1 ] 
dy2 + -4 - 2gT Y + 4 - 4T2 y2 cf> = 0, (2.5) 

which is the Whittaker equation. lo Put 

! (1 + L + !) = a. 
2 gT T 

(2.6) 

1 + I/T = c. (2.7) 

Then the solution for !/I(r) is 

!/I(r) = e-tu'II(a, Cj y). (2.8) 

Here 'II is that confluent hypergeometric function 
which allows us to satisfy the boundary conditions. 
We havell 

r(1 - c) 
'II(a, c; y) = rea _ C + 1) <I>(a, C; y) 

+ r(c - 1) 1-.",,( + 1 2 .) rea) y '¥ a - C ,- c, y . (2.9) 

<I> is the confluent hypergeometric function with the 
small argument expansion [B, p. 248, Eq. (1)] 

a a(a + 1) y2 
<I>(a, Cj y) = 1 + ~ y + c(c + 1) 2! + .... (2.10) 

To find the behavior of !/I(r) near r = 0 we need 
the asymptotic behavior of 'II (a, C; y) as y ~ co 

[see Eq. (2.4)]. For all a, C this is a power behavior 
[B, p. 278, Eq. (1)], which is sufficient to satisfy 
the first of the conditions (2.3). It follows further 
from Eqs. (2.4, 8, 9) that, for large r, if;(r) = const. 
(r + A). Here A is the zero-energy scattering 
amplitude and is found to be given by 

10 See Bateman'Manuscript Project, Higher Transcen­
dental Functions, edited by A. Erdelyi (McGraw-Hill Book 
Company, Inc., New York, 1953), Vol. I, p. 248. This volume 
of the Bateman Project is hereafter referred to as B. 

11 Notations are as in B; see p. 257, Eq. (7). 
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with v given by Eq. (2.12). For 1 = 0, Eq. (2.13) 
(2.11) reduces to Eq. (2.14) as [B, p. 265, Eq. (1)] 

In I we obtained the following closed form for the 
zero-energy scattering amplitude for a single power 
potential. 12 

l V=-x'" , ( )
2. r(1 - v) 

m > 3 ~ A = - vg r(1 + v) , 

1 
v = --. (2.12) 

m - 2 

It is easily seen that Eq. (2.11) reduces to Eq. (2.12) 
for 1 = 0, by means of [B, p. 5, Eq. (15)] 

r(2v) = 22>-111' -! r(v) r(v + !). 

rev + I)I.(x) = (!xYe-z'i>(! + v, 1 + 2v; 2x). 

Also, for g = ° and positive 1 we obtain Eq. (2.14) 
(with g2 ~ f) from Eq. (2.13), as14 

,,~OO 

As a final limiting case we consider 

g = 0, 1 < 0, (2.15) 

which, for a ~ 0, corresponds to an attractive 
nonsingular potential. With the help of1s 

lim 'i>(a, c; -x/a) = r(c)xHc J c _ 1(2xt), 
,,~O> 

we get for the zero scattering amplitude A I(a) 

Also, for g = 0, we get Eq. (2.12) (with l ~ 1, _ [(HY J _,(~)r(1 - v) J 
m ~ T + 2) from Eq. (2.11) by means of the Stirling A f(a) = -a (H)-' J.Wr(1 + v) - 1 , 
expansion. (2.16) 

For the sake of illustration, let us see how for 
this potential problem one gets double power series 
of the type of Eq. (1.3) by considering a closed 
form for the scattering amplitude in the presence of 
a regulated version of the potential (2.1). As in I 
we choose the case VCr) ~ VCr + a), a > 0. Instead 
of Eq. (2.8) we now have 

1/I,,(r) = e-tu'[q,(a, C; y') + p'i>(a, C; y')], 

y' = 2g/[T(r + an, 
where p is fixed by 1/1,,(0) = 0. It is then easy to 
write down the zero-energy amplitude A (a) for this 
case. With the help of Eq. (2.9) one finds 

A (a) 

This is to be compared with the corresponding 
expression for the single power potential given in 
Eq. (2.12) for which it was found that13 

[
(!Z)·L.(Z)r(l - v) ] 

A.(a) = -a (!Z)-'I.(Z)r(1 + v) - 1 , 
(2.14) 

Z = 2vga -1/(2,) , 

12 See I Eq. (2.19). For easier comparison we have replaced 
the symbols a and g of I by A. and g', respectively. 

13 See I, Eqs. (2.25, 26) and also footnote 12 of the present 
paper. 

v = I/T. 

We conclude this section by noting the relation 
between Eqs. (2.11) and (2.13), 

lim A(a) = A, 
,,~O (2.17) 

which follows from the asymptotic behavior of the 
'i>'s, [B, p. 278, Eq. (3)] 

(2.18) 

Here we find a similar analytic behavior as a function 
of a as was noted in I for a single power potential. 
Both numerator and denominator in Eq. (2.13) have 
an essential singularity in a at a = 0, while the 
quotient is well-behaved in this limit. 

III. PERATIZATION PROBLEMS FOR THE 
SPECIAL POTENTIALS 

Consider the formal double power series expansion 
of A(a) [Eq. (2.13)], in 1 and g2. From Eq. (2.10), 

[
21 1 

A(a) = -a -2--1 -T + 2(4 2 1) 
T- Ta TT-

X (22 - 5T 12 + Tl) ~ + ... J (3.1) 
T - 1 a 2T , 

or generally, 

~)m(g )2" A(a) = a L cm .. ---;: ---;: • 
m+n;::l a 

(3.2) 

14 B, p. 266, Eq. (18). I is a Bessel function for imaginary 
argument. 

15 B, p. 266, Eq. (16). J is the Bessel function of the first 
kind. 
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The coefficients c..... do not depend on a, nor on 1 
and g. (They depend of course on 7 but that plays 
no role in the general considerations.) It should be 
stressed that the formal expansion (3.2) holds 
regardless of the specific way in which one regular­
izes, as follows on dimensional grounds. Of course 
the c ..... depend on the details of the regularization. 

Let us first discuss the special cases in which one 
of the two coupling constants vanish. For 1 = 0, 
the peratization argument goes as follows. The 
limit value A of A(a) for a = 0 is 

A = gllT lim F(z), 
(3.3) 

F(z) = Z-lh E conz"; z = glc/. 
n-1 

If we can give meaning to F ( co) and if F ( co) ~ 0 
then A = const liT. In the present case we know 
of course that all is well and that we end up with 
the answer given in Eq. (2.12). The same reasoning 
applies to the case g = 0, 1 positive. 

The case g = 0, 1 negative is especially interesting. 
As follows from Eq. (2.16), the formal expansion 
(3.2) applies here as well, with only CmO ~ O. Thus 
if an appropriate F( co) were to exist we would 
have A = const. 1111/T. However, as we are now 
dealing with an attractive singular potential, it 
follows9 that there cannot exist an unambiguously 
defined limit value F( co). This is at once evident 
from Eq. (2.16). From this equation we obtain the 
formal limit expression 

Start from Eq. (3.2) and consider the order of limits 
in which one first arrives at each individual c ... (g) 
by the limit process 

c",(g) = I". lim G",(z), 
g .-., (3.6) 

Thus we need to know whether meaning can be 
given to G ... ( co), m = 0, 1, 2, .... If this is possible, 
one then discusses the convergence of the expansion 
of Eq. (3.5) with the c",(g) so obtained. 

Of course, the virtue of dealing with a problem 
where the explicit answer for A is known is that 
we can use this answer itself to find out where 
Eq. (3.5) is meaningful. All we have to do in fact is 
to find the radius of convergence of the 1 power 
series expansion of Eq. (2.11) for fixed g. It should 
therefore be emphasized that the answer to our 
question is independent of any particular mode of 
regularization. We shall therefore have no need for 
the explicit regularization given in Eq. (2.13) and 
its expansion Eq. (3.1). It was nevertheless believed 
to be instructive to exhibit this example. 

As l/r(z) is an entire function of z, it follows 
that the radius of convergence of Eq. (3.5) is 
determined by the nearest pole of r[!(1+1Ig7+ 1/7)]. 
Thus the order of limits defined by Eqs. (3.5) and 
(3.6) can only work for 

-g(7 + 1) < 1 < g(7 + 1). (3.7) 

r(1 - ~) (ill)l" r J _.(z) 

( 1) 7
2 .~ J.(z) , rl+-

In particular, when 111g1 < 1, one can first peratize 
the stronger of the two interactions and then expand 

(3.4) in terms of the weaker one. The domain in which 
Eq. (3.7) is valid is the region 1 in Fig. 1. 

7 

which clearly has no meaning. This region of break­
down of peratization, due to the breakdown of the 
theory, is marked 4 in Fig. 1. 

We now turn to the general case in which both 1 
and g are nonzero and where 1 may be of either sign. 
In accordance with the general considerations given 
in the Introduction we shall examine whether it is 
possible to expand the amplitude A in a power 
series in one of the coupling constants, while the 
other one has a fixed value. 

A. 9 Fixed, Series in f 
We ask under which conditions the expansion 

(3.5) 
",-0 

is meaningful. In the framework of the peratization 
program we must phrase this problem as follows. 

B. f Fixed, Series in 9 

We can next ask for a representation 

A = E c~(f)l". (3.8) 

By the same reasoning as before we again inspect 
Eq. (2.11). It is at once evident that, independently 
ot the ratio Ilg, there is no value of g for which 
(3.8) converges. For A has a branch point at g = 0 
due to the factor gl/T, and this essential singularity 
cannot be affected by the r functions which have 
poles only as singular points. 

However, we can ask if Eq. (3.8) could make 
sense as an asymptotic series rather than as a 
convergent one. If so, we would, nevertheless, have 
a decent approximation at least for small g. In 
connection with the discussion of Eq. (3.4), we 
know that this is at best only possible for positive f. 
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Thus we start with Eq. (2.11) and use the asymptotic 
expansion [B, p. 47, Eq. (2)] 
r(z) = e-,+ C'-il 1n«2·n} 

X [1 + I~Z + 2:Sz2 + ... ] ' (3.9) 

from which we get 

A= 

(3.10) 

From the known results for a single repulsive 
singular potential [see Eq. (2.12)] we know of course 
that the leading term of Eq. (3.10) is exactly correct 
at g = O. The "region" where asymptotic series 
expansions in a coupling constant apply is marked 2 
in Fig. 1; it is the positive faxis. 

There remains the region 3 of Fig. 1, where no 
power series expansion in a single coupling constant 
is valid. 
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Scattering of Surface Waves on an Infinitely Deep Fluid* 

J. E. BURKE 

Sylvania Electronic Defense Laboratories, Mountain View, California 

The reflection and transmission of small amplitUde waves incident on a plane barrier submerged 
in an infinitely deep fluid are investigated; the barrier has a finite width and is parallel to the un­
disturbed free surface of the fluid. Green's function techniques are used to represent the velocity 
potential in terms of its discontinuity (pressure difference) across the barrier. The application of 
the boundary condition at the barrier leads to a one-dimensional integral equation for the pressure 
difference. This equation is extended by introducing the fluid velocity normal to the plane of the 
barrier, and then it is analyzed by the complex Fourier transform methods of Wiener and Hopf. The 
velocity transforms are found to be characterized by a pair of dual inhomogeneous integral equations 
which allow systematic approximation by iteration. A convolution provides representations for the 
velocity potential in the different regions of the fluid, and these are the basis for investigating the 
reflection and transmission of waves. Results for some related problems (e.g., scattering by a semi­
infinite barrier, by a finite dock, etc.) are obtained as limiting cases. 

1. INTRODUCTION 

VARIOUS techniques have been used to solve 
problems in which time-harmonic surface waves 

of small amplitude1
-

a are incident on a fixed body 
located in a fluid. In particular, an integral-equation 
method has proved successful when the obstacle 
has the form of a semi-infinite plane located at, 
or below, the surface of a fluid of finite or infinite 
depth.4

-
6 Thus, Greene and Heins6 investigate the 

reflection and transmission of waves incident on a 
semi-infinite plane barrier placed parallel to the 
free surface of an infinitely deep fluid. The propaga­
tion normal of the wave motion is assumed oblique 
to the coordinate axis (z axis) parallel to the edge 
of the barrier, allowing the factor eik,(O < k < 1) 
to be separated from the potential function. The 
two-dimensional residual function satisfies a modified 
potential equation. 

Green's function techniques are used to represent 
the residual function in terms of its derivative 
normal to the plane of the barrier. The regions 
above and below this plane are considered separately, 
and, by matching the representations at the common 
fluid boundary of their domains, a one-dimensional 
integral equation for the derivative is obtained. The 
discontinuity of the potential across the barrier is 

* This work was partially supported by the Office of 
Naval Research Contract Nonr-225 (11) (NR-041-086). 

1 H. Lamb, Hydrodynamics (Dover Publications, Inc., 
New York, 1945), Chap. 9. 
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introduced to extend the equation preliminary to 
a Fourier transform analysis by the methods of 
Wiener and Hopf. 6

•
7

-
u A complete separation of the 

transforms pertaining to the normal velocity and 
the discontinuity is obtained allowing them to be 
determined explicitly. 

The present paper considers the analogous 
scattering problem when the barrier has a finite 
width. A Green's function representation of the 
velocity potential is obtained in terms of its dis­
continuity (pressure difference) across the barrier. 
The requirement that the normal velocity vanish 
at the barrier leads to a one-dimensional integral 
equation for the pressure difference. This equation is 
extended by introducing the normal fluid velocity 
in the plane of, but off, the barrier, and then analyzed 
via complex Fourier transform methods. 

Here the transform equation differs markedly 
from that for the semi-infinite barrier in that two 
normal velocity transforms appear which refer to 
the regions left and right of the barrier. A complicat­
ing feature is that it is not possible to obtain a. 
complete separation of the transforms. However, 
the velocity transforms are found to be characterized 
by a pair of dual inhomogeneous integral equations 
which allow systematic approximation by iteration. 
In a study of the acoustical diffraction by an infinite 
slit, LevinelO obtained a similar characterization of 

7 N. Wiener and E. Hopf, Sitz. Berlin Akad. Wiss., 
30/32,696 (1931). 

8 R. E. A. C. Paley and N. Wiener, Am. Math. Soc. ColI. 
Pub!. N. Y., 19, 1934, Chap. 4. 

DE. C. Titchmarsh, Introduction to the Theory of Fourier 
Integrals (Oxford University Press, Oxford. 1937). 

10 H. Levine, "Diffraction by an Infinite Slit," TN 61 
Applied Mathematics and Statistics Laboratory, Stanford 
University (1957). 
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y 

BARR IER 

(-l, -a, z) <t, -a, z) 

FIG. 1. Geometry for the scattering of waves by a submerged­
plane barrier. The width of the barrier is Il = 21. 

the screen distributions, where the inhomogeneous 
terms feature the distributions corresponding to 
isolated screens. The present inhomogeneous terms 
have an analogous interpretation for a semi-infinite 
barrier, but are complicated by their dependence 
on unknown wave amplitudes. Thus, in the acoust­
ical problem the transforms may be approximated 
directly from the integral equations, whereas here 
consistent approximations for the wave amplitudes 
are needed. 

Representations of the velocity potential are 
obtained with emphasis on the resulting relations 
between the wave amplitudes. The amplitudes of 
the waves above the barrier are proportional to 
the left velocity transform when its argument has 
the positive or negative (numerical) value of the 
propagation constant of the corresponding motion. 
This result, together with an iterative approximation 
for the dual integral equations, provides two linear 
relations between these amplitudes and the reflected 
wave amplitude. The requirement that no wave be 
incident from the right results in the third equation 
needed to specify these three amplitudes. The 
transmitted amplitude is determined from a general 
expression which exhibits its dependence on the 
wave motion above the barrier and the motion below. 

The first approximation to the wave amplitudes 
is found to be appropriate when motion below the 
barrier is neglected. That is, only the multiple 
reflections of the waves above the barrier are 
considered with each edge having the characteristics 
of an edge of a semi-infinite barrier. The higher 
approximations, which take into account the motion 
below, involve integrals that are not readily evalu­
ated. However, approximate procedures are illus­
trated which are appropriate when the barrier 
width is large compared with the wavelength 211" /k. 

2. FUNDAMENTAL EQUATIONS OF MOTION AND 
STATEMENT OF THE PROBLEM 

This section contains a brief sketch of the proce-

dures which lead to the small amplitude wave 
theory, and a statement of the problem (based on 
this theory) considered in subsequent sections. 

A nonviscous fluid in irrotational motion is con­
sidered and consequently the motion can be specified 
by a velocity potential, <I> (x, y, z; t), which is a 
solution of the differential equation 

(1) 

satisfying prescribed conditions on boundary sur­
faces. The condition at a fixed (time independent) 
surface is the vanishing of the normal fluid velocity 
(a<I>/an = 0). At a free (constant pressure) surface 
two boundary conditions must be satisfied. 3 One 
of them, which expresses the constancy of pressure, 
arises from Bernoulli's law and has the form 

where g denotes acceleration due to gravity and 
where y = I(x, z; t) defines the free surface at 
which the pressure has been assumed to be zero. 
The other, a consequence of the fact that once a 
fluid particle is on the surface it remains there, 
is expressed by the equation 

(3) 

The theory of small amplitude wavesl
-

3 is 
obtained by dropping the nonlinear terms in (2) 
and (3), i.e., the velocity and elevation of the 
free surface, and their derivatives, are assumed 
small enough to allow the indicated linearization. 
Elimination of I(x, z; t) between the resulting 
equations gives the single condition 

(4) 

and, subject to an error of the order already neglected, 
this condition may be imposed at the undisturbed 
position (y = 0) of the free surface. With this 
approximation the problem is reduced to a classical 
boundary value problem of potential theory for a 
fixed geometry. 

Consider now a fluid of semi-infinite extent, with 
x and z axes in the plane of the undisturbed surface, 
and the y axis directed vertically upward, in which 
there is located a rigid barrier described by y = - a, 
-l ~ x ~ l, for any z (see Fig. 1). A steady state 
situation is contemplated wherein a train of surface 
waves is incident on the barrier from one side. 
The fluid is taken to be incompressible, nonviscuous, 
and in irrotational, time-harmonic motion, and thus 
there exists a velocity potential of the form 



                                                                                                                                    

SCATTERING OF SURFACE WAVES S07 

<I>(x, y, z; t) = <I>o(x, y, z)e-i"", 
(5) 

(a! + a: + a~)<I>o = 0. 

The additional asumption that the propagation 
normal of the wave motion is oblique to the edge 
of the barrier is made, and consequently 

<I>o(x, y, z) = cp(x, y)eik., 

where the residual function, cp(x, y), satisfies 

CPxx + CPuu - k2cp = 0. 

(6) 

(7) 

Restricting the motion to waves of infinitesimal 
amplitude, the free surface condition (4), stated in 
terms of cp(x, y), becomes 

CPu - {3cp = 0, y = 0, (8) 

At the rigid barrier, we have 

(13) 

and cp ~ ° at infinite depths (y ~ - CXl). 

3. DERIVATION OF THE INTEGRAL EQUATION 

In order to obtain a representation of cp(x, y) 
we introduce a Green's function G(x, y; x', y'), 
associated with Eq. (7), satisfying 

(a! + a: - k2)G = - S(x - x')S(y - y'), y < 0, 

Gy - (3G 1.-0 = 0, (14) 

where S(x - x') denotes the Dirac delta function. 
The Green's function can be constructed with the 
aid of the solution, G*, of the auxiliary problem 
specified by 

acpjay = 0, y = -a, -l < x < l. (9) (a! + a! - k2)G* = - S(x - x')S(y - y'), 

In the absence of the barrier, Eqs. (7) and (8) 
admit the surface wave solution 

( ) ~u±i«x cp x, y = e , y < 0, (10) 

y, y' < 0, (15) 
Gt + bG* = 0, b> 0, y = 0. 

Using the method of images, i.e., assuming sources 
and when the fluid has a finite depth, bounded below in the image space (y > 0) of the fluid region, 
by the rigid surface y = -a, the analogous wave G* may be written in the form 
solution for Eqs. (7), (8), and (9) is 

cp(x, y) = e±i«" cosh [~o (y + a) ] ' -a < y < 0, 

(11) 

where 

p sinh p = {3a cosh p (12) 

has the smallest real roots ±Po. Equation (12) also 
has an infinite sequence of imaginary roots which 
correspond to exponentially damped motion. These 
solutions are needed to characterize motions when 
discontinuities are present in the fluid. The two 
surface-wave solutions provide the basic wave 
motions relevant for describing the fluid motion 
in the regions left and right, and above the barrier. 
Thus we seek a solution of (7), (8), and (9) satisfying 

G*(x, y; x', y') = ~ [Hcil)(ikR) - Hcill(ikR')] 

G*(x, y; x', y') = ~ [H~ll(ikR) + H~ll(ikR')] 

-i: L:, e-b(U"+u')H~l)(ikR") dy", 

R2 = (x _ X,)2 + (y _ y,)2, 

R,2 = (x _ X,)2 + (y + y,)2, 

R,,2 = (x - X,)2 + (y - y")\ 

(16) 

where H~l) is the Hankel function of the first kind. 
Substituting the integral representation 

1 1'" H~l) (ikR") = -: exp [ - k(y" - y) cosh t 
7r~ _'" 

+ ik(x - x') sinh t] dt, y" > y, (17) 

into (16) and carrying out the y" integration results in 

+ 1- f'" k cosh t exp [key + y') cosh t + ik(x - x') sinh t] dt (IS) 
27r _'" b + k cosh t . 
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Finally, making the change of variable r = k sinh t surface (y = 0), this relation reduces to 
in (18), we obtain 

1 1'" + 211" _'" exp [ir(x - x') 

+ (f + k2)i(y + y')] (r2 + ~~i + b· (19) 

The integrand in (19) has no singularity when 
b > 0, which is the condition underlying the original 
expression (16) for G*. On the other hand, for 
b = - {3 < 0, the integrand has simple poles at 
r = ±K = ±({32 - k2)t. Consequently, the desired 
Green's function, 

G(x, y; x', y') = ~ [H~l) (ikR) - H~l) (ikR')] 

1 1'" + 211" _'" exp [ir(x - x') 

+ (f + eyl(y + y')] (f + ~~i _ {3 , (20) 

is dependent on the path of integration chosen with 
respect to these poles, the various choices affecting 
only the asymptotic form of the function for 
Ix - x'i -+ <Xl. We could, for example, require that 
the Green's function describe outward-going waves 
for Ixl -+ <Xl. Such a Green's function is asymptotic 
to (i{3/2K) exp [(3(y + y') + iK Ix - x'lJ, and would 
be obtained by deforming the path below +K and 
above - K. This function, however, is not suitable 
for taking the bilateral Fourier transform with 
respect to the variable x'. To insure a favorable be­
havior we deform the path below both singularities 
giving a Green's function with asymptotic forms 

G f""OoJ O(e-kl%-%'I), x' - x -+ <Xl, 

(21) 

Applying Green's theorem to lP and G leads to 
the representation 

lP(x, y) = f (G a1l!p - lP anG) ds 
01+C. 

== {G, lPlc.+c.; (22) 

here Cl is the boundary of the rectangle formed 
by the four lines y = 0, y = - M, x = L 2 , and 
x = -Ll' and the path C2 is composed of the upper 
and lower faces of the barrier. In view of the bound­
ary conditions satisfied by G and lP at the free 

tp(x, y) = i'l Gu'(x, y; x', -a)[lP(x', -a + 0) 

- tp(x', -a - 0)] dx' + {G, lP}z'--L. 

+ {G, tp}u'--M + {G, tp}z'-L •. (23) 

The order conditions on G and lP at infinity imply 
that the last two integrals tend to zero as the 
contours recede to infinity (L2' M -+ en), while 
the second integral gives 

{G} PU[ ;.(z+/) , lP z-L. = e ale 

+ a2e-;.(,.+/)] + O(e-PM). (24) 

Hence, when M -+ <Xl, we obtain the representation 

( ) fJU[ ;,(,.+/) + -;.(,.+1)] tp x, y = e ale a# 

+ [II l(x')Gu'(X' y; x', -a) dx', 
(25) 

lex') = lP(x', -a + 0) - lP(x', -a - 0), 

at any point in the fluid. Here lex') characterizes 
the pressure difference across the barrier. The 
requirement that the normal velocity vanishes at 
the barrier results in 

11 l(x')G .. , (x, -a; x', -a) dx' + (3e-PG[ale
h (,.+1) -I 

-1 < x < 1, (26) 

a one-dimensional integral equation for the dis­
continuity. 

Considerable information can be obtained from 
the integral equation (26) without actually solving it. 
In particular, the edge behavior of lex) can be 
determined, and this result in conjunction with 
(25) suffices to specify the singularities of atp/ay lu--o 
at the edges of the barrier. 

Equation (26) is basically of the form 

i'l l(x')Guu'(x, -a; x', -a) dx' 

= A cos KX + B sin leX, -1 < x < l. (27) 

When x and x' are nearly coincident, the logarithmic 
singularity characteristic of the Green's function is 
dominant, i.e., 

Gn,(x, -a;x',-a)O::a:2lnlx-x'l, x~x'. (28) 

Thus, the significant contribution to the integral 
in (27) arises from the neighborhood of x, and, 
consequently, removing the x derivatives from under 
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the integral sign, we approximate (27) by 

fl l(t) In It - xl dt = A' cos KX 

+ B' sin KX + Cx + D, (29) 

where C and D are arbitrary constants of integration. 
Making the change of variables t' = 1 cos 8', 
x = 1 cos 8, in (10) leads to 

F(l cos 8) = A' cos (KZ cos 8) + B' sin (Kl cos 8) 

+ Cl cos 8 + D 

= Z for l(l cos 8') In Icos 8' - cos 81 

X sin 8' d8' + E 

E = lIn l for I(Z cos 8') sin 8' d8'. 

(30) 

Upon differentiating (30) with respect to 
observe that 

(J we 

-F'(l cos 8) = l r 

sin 8'1}l cos 8) d8. 
o cos(J-cos(J 

(31) 

Imposing the requirement g F' (l cos 8) d8 = 0, 
the arbitrary constant C is fixed and is found to be 

C = -~ cos (Kl cos 8') d8'. B' l r 

7r 0 
(32) 

Now (31) and (32) together implyll 

1(1 cos 8') = _lr sin 8'F''<z cos 8) d8 , (33) 
o cosO-cosO 

which, when the integrand is expanded in a Fourier 
series, becomes 

l(l cos 0') 

= 21 r 

F'(l cos 0) t sin nO' cos nO d8, 
o .-1 (34) 

or more compactly, 

l(l cos 0') = l t c. sin n8' . (35) .-1 n 

Thus, we see that I(l cos 0') = OUsin 0') as 8'---+r, 0, i.e., 

lex') = 0(12 - x'2)i, x' ~ ±l, (36) 

showing the discontinuity vanishes at the edges 
in accordance with the square root of the distance 
therefrom. 

To determine any singular behavior of acpj ay IV--4 
11 W. Schmeidler, Integralgleichungen mit Anwendung in 

Physiklund Technik (Geest and Portig, Leipzig, 1950), 
example 26. 

we need only consider the contribution from the 
integral in (25), i.e., 

I 

F = LII(x')G ••. (x, -a; x', -a) dx'. (37) 

We now suppose that x ~ -l, (x < -l), so that 
the significant range of integration is in the vicinity 
of the lower limit. Making the small argument 
approximation for the Green's function in (37), and 
using (36), we obtain 

F = o(fl ~:'! x0! dx') = O(X ~ OJ) , 
x ~ -1. (38) 

Thus, in the neighborhood of an edge, the derivative 
acpjay 1.--4 varies inversely as the square root of 
the distance measured from the edge. 

4. FOURIER TRANSFORM ANALYSIS 

We first extend the integral equation (26) to the 
domain - ro < X < ro, and write 

where 

I 

+ LI I(x')G ••. (x, -a; x', -a) dx', 

l/I = 0, 

= acpjayl. __ o, 
lex) = 0, 

Ixl < l, 
Ixl> z, 
Ixl> l, 

-oo<x<ro. 

(39) 

(40) 

Introducing 'Ir(w), 'lro(w) , J(w), and G(w) as the 
Fourier transforms of l/I(x), l/Io(x) , lex), and the 
Green's function, respectively, the transform version 
of (39) is 

'Ir(w) = %(w) + J(w)G(w) , (41) 
where 

'Ir(w) = 1-
1 

l/I(x)e-;"'S dx + 1a> l/I(x)e-;"'S dx 
-a> I 

(42) 
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since the integrated term vanishes III the limit. 
A similar analysis shows that 

J(w) rv o(e-~;I), Iwl ~ 00, 1m w > O. (46) 

When Ixl ~ 00 the function y;(x) is O(e±;u-.I,.I) 
in view of the attenuation factor, and consequently 
Y;t(w) exists for 1m w > - E and Y;2(W) exists for 
1m w < E. Since the singularities of y;(x) at x = ±l 
are of the form (x =t= l) -1 considerations analogous 

1m •• -c to those used for J(w) show that 

Y;1(W) r-.I o(~), Iwl ~ 00, 1m w > -E, 

(47) 
FIG. 2. Complex w-plane showing the region of regularity ( ; I) 

common to all the transforms in Eq. (41). Y;2(W) r-.I 0 e-
w

; , Iwl ~ 00, 1m w < E. 

pe-pa 

G(w) = p _ {3 ({3 cosh pa - p sinh pa), 

p = (w2 + k2)'. 

A convergence factor (e-·I,.I) has been introduced in 
Y;o(x) to facilitate its transformation; the parameter E 

will subsequently be put equal to zero. The trans­
form G(w) has been obtained by noting that, with 
the aid of the integral representation (17), Eq. (20) 
reduces to the form 

G(x, Yi x', Y') = 2~ i: e;"("-"')g(w, y, y') dw (43) 

so that G(w) = guu'(w, y, y') IU-.'--a' 
A meaning can be attributed to the transform 

relation (41) if there exists a region of regularity 
common to all the transforms. Since J(w) is the 
transform of a function defined in a finite range, 
it exists everywhere in the finite w-plane, and must 
become infinite as Iwl ~ 00, otherwise it would be 
constant. To obtain the asymptotic forms of J(w) 
we note that as Iwl ~ 00 in the lower half plane 
the major contribution to the integral for J(w) 
comes from the neighborhood of the lower limit. 
Thus, in view of the behavior of lex) for x r-.I -l 
(see Eq. (36)] we have 

11 121 J(w) ex (x + l)le-;"" dx = e;.,1 t1e-;"" dt 
-I 0 

= ~ C1e-;'" dt + 0 e __ . ;",1 121 ( -;"'1) 
2zw 0 w 

(44) 

When Iwl » 1 and 1m w < 0 we may approximate 
the final integral by replacing the upper limit by 
+ 00 and obtain 

J(w) r-J o(~) , Iwl ~ 00, Imw < 0, (45) 

Finally '!Fo(w) is regular in 11m wi < E while G(w) 
is regular for - k < 1m w < O. Thus, there exists 
a common strip of regularity for the transforms 
of width E as shown in Fig. 2. 

The exponential factors of the transforms Y;1.2(W) 
for large Iwl are made explicit by writing 

Y;1(W) = PI(w)e;.,I, y;iw) = P2(w)e-;.,I, (48) 

where PI(W) and P 2 (w) have algebraic behavior at 
infinity in the appropriate half planes. Eq. (41) may 
thus be written as 

J(w)G(w) = Pl(w)e;"z + P2(w)e-;"z - '!Fo(w). (49) 

The task now is to find a rearrangement of (49) 
so that the left and right sides are regular in half 
planes which overlap, thus defining an entire func­
tion in the w-plane. If G(w) can be represented by 
a ratio of functions G+(w), G_(w), viz. 

(50) 

where G+(w) is regular and nonzero in 1m w > -k 
and G_(w) is regular and nonzero in 1m w < 0 
then multiplication of (49) by the appropriat~ 
exponential factor results in the two equations 

J(w)e-;"z/G_(w) = Pt(w)/G+(w) 
(-) (+) 

+ P2(w)e-;.,2Z/G+(w) - '!Fo(w)e-;.,I/G+(w) 

J(w)e;.,IG+(W) = Pt(w)e;., 2IG_(w) 
(+) 

(51) 

The underscoring denotes functions regular in the 
indicated half plane while the remaining are not. 
However, with a knowledge of G .. (w) and their 
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behavior for Iwl ~ CD, the latter can be represented 
by a sum of terms regular in half planes. 

From (42) and (50) we have G+(w) and G_(w) 
defined in - k < 1m w < 0 by the relation 

G+(w)/G_(w) = pe-I>'{3 ({3 coshpa - p sinh pa). (52) 
p-

The calculation of G .. (w) is conveniently accomplished 
by considering each factor on the right-hand side 
separately, i.e., the factors 

(53) 

and 
{3 cosh pa - p sinh pa = N + (w)/N _(w) , (55) 

where the subscripts (±) denote the half-plane of 
regularity of the functions. These decompositions 
have been noted elsewhere6 and the final results are 
merely stated in the following. 

The required form (53) is obtained by using 

311" ( Ok) 11" -"2 < arg w - t < 2 ' 
(56) 

-!. < arg (w + ik) < 311". 
2 2 

Letting Iwl ~ CD in the appropriate half plane, 
these expressions lead to the asymptotic forms 

( 
aw aw 2 aw ) 

exp M", rv exp =F"2 =F 1I"i In k =F 1I"i In w , 

Iwl ~ CD, Imw ~ =Fk. (57) 

The quantities L",(w) are specified, except for a 
constant of integration, by the two differential 
equations 

U(w) 1 w 
L_(w) = 2(w - ik) + w2 - i 

_ ~!i [(w2 + e)f(w)] + (w2 

~ k
2

)f(w) 
flm dw 2flm(w + K) 

+ (w
2 + e)f(w) + flf( +K) + (3f( -K) 

2ni(w - K) 211"i(w + K) 2ni(w - K) 

L~(w) lId 2 2 

L+(w) = 2(w + ik) + flni dw [(w + k )f{ -w)] 

(58) 

2fl1l"i(; + K) [(w
2 + e)f( -w) - f32f( +K)] 

2fl1l"i(~ _ K) [(w
2 + k2

)f( -w) - fl2f( -K)]. 

When Iwl ~ CD we have 

L_(w) rv c_w[ 1 - ! In iw ]e-i",'rll, 

Imw < 0, 

L+(w) rv c+w[ 1 + :: In (-iw) Je-.""r", 
Imw> -k. 

(59) 

The explicit determination of the constants (C,.) 
of integration is not needed for our purposes. 

Finally, the decomposition (55) is obtained by 
using the Weierstrass product representation for 
the entire function on the left sideo Thus 

(60) 
1 a

2
{3 ( 2 2) 

N()
=-2 W -Ko 

- w Po 

x IT {[I + (ka)2]! + iwa}e-·",·,,,r, 
"~l p" p" 

where ±ip", (n = 1, 2, ... ) are the imaginary roots 
of the transcendental equation (12). When Iwl ~ CD 

in the appropriate half plane, the corresponding 
asymptotic forms of these expressions are 

N () 1 [i'Ywa (iwa 1) +w rv-exp --- ---
W 11" 11" 2 

[ k2a2]! 
1m w > - Pl 1 + p~ , 

1 [i'Ywa (iwa 1) --rvwexp --- + - +-
N_(w) 11" 11" 2 

(61) 

X In ( -:a) - i:a - ! In 211" ], 1m w < 0, 

where 'Y denotes Euler's constant. 
The asymptotic forms of the factors (53) to (55) 

indicate that G,. (w) will have an exponential behavior 
for Iwl ~ co, and, consequently, we write 

G + (w)/G _(w) 

= (eM+N+L+e-Q{wJ)(eM-L_N_e-Q{",Jtt, (62) 

where the factor 

-Q{",J [ iwa ( 1 ka)] e = exp ---;- 'Y - 1 + n 211" (63) 
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has been introduced to make G,,(w) of algebraic 
order at infinity; thus 

G+(w) "" O(wi ), Iwl ~ ro, 1m w > -k, 

G_(w) "" O(~) , Iwl ~ ro, 1m w < O. 

With G,,(w) determined, the decomposition of 
the remaining terms of (51) can be carried out. 
Consider, for example, the function P 2(w)e-,wo/G+(w) 
where 0 = 2l is the width of the barrier. For a 
point w within a closed rectangular contour (C) 
in the common strip of regularity, Cauchy's theorem 
permits the representation 

P ( ) -''''~/G ( ) 1 f P 2(t)e-
i14 

dt 
2 we + w = 2ni c G +(t)(t - w) . (64) 

Since the integrand is O(1/t2) for It I ~ ro in this 
strip, the ends of the contour may be allowed to 
recede to infinity with no contribution to the integral. 
The path C is thus deformed into two lines C. 
parallel to the real axis of the w-plane as shown 
in Fig. 2. Thus, we obtain 

consequently, from the representation of EI(W) in 
the upper half plane and E2(W) in the lower half 
plane, we deduce 

PI(W)/G+(W) + 'T/+(w) - 8+(w) = 0, 

P2(W)G-(w) + ~_(w) - n_(w) = 0, 
(68) 

which, with reference to (65) and (66), constitutes 
a pair of dual integral equations for the transforms 
P I.2(W). These inhomogeneous equations cannot be 
solved exactly, but they lend themselves to systematic 
approximation by iteration. 

5. DETERMINATION OF q;(x, y) 

Before discussing the solution of the integral 
equations (68), it is appropriate to relate the function 
ip(x, y) in the various regions of the fluid to the 
transforms P1.2(w). A complete scheme is thereby 
presented for determining the fluid motion anywhere. 

When the Green's function in Eq. (25) is expressed 
as a Fourier integral, we obtain, by interchanging 
orders of integration, 

P2(w)e-'w~/G+(w) = 'T/+(w) + 'T/-(w) , 

1 f P 2 (t)e- m 

ip(x, y) = ipo(x, y) + lim 21 f J(w)9±(w)e'''' dw, (69) 
(65) .~o 71' c 

'T/±(w) = 271'i c
s 

G+(t)(t _ w) dt, 

where the 'T/± are regular in half planes. Similarly, 

Pl(W)G_(w)e'WO = ~+(w) + ~_(w), 
'iJro(w)e-''''I/G+(w) = 8+(w) + 8_(w) , (66) 

'iJro(w)e,wIG_(w) = n+(w) + n_(w), 

where the subscripts (±) denote the half planes 
of regularity of these functions. In each case, for 
Iwl ~ ro in the appropriate half plane the functions 
on the right vanish. 

Incorporating (65) and (66) in Eq. (51) leads to 

J(W)e-,.,I/G_(W) - 'T/-(w) + 8_(w) 
(-) (-) (-) 

= Pl(W)/G+(w) + 'T/+(w) - 8+(w) = El(W) 

where 

9±(w) = p I e:a{3 (p cosh py + (3 sinh py) 

e"u 
--(.I ({3 cosh pa - p sinh pa) 
P-fJ 

y> -a, 

y < -a, 

(70) 

and where C is a contour in the strip of regularity 
(parallel to the real axis). In order to evaluate the 
integral F(x, y: E) = 1/271' f c J(w)9,,(w)e'n dw we 
use the representations 

J(w)e'WZ = [~+(w) - Q+(w)]/G +(w)e'W (z-I) , 

J(w)e'wz = G~w) [PI(W)e'w(z+1) 

x > I, 

+ P2(w)e,w(z-ll - 'iJro(w)e'WZ] , -l < x < Z, (71) 

(+) (+) (+) 

J(W)e,.,IG+(w) - ~+(w) + n+(w) 
C+) (+) (+) 

= P2(W)G-(w) + ~_(w) - n_(w) = E2(w), 

(67) J(w)e'WZ = ['T/-(w) - 8_(w)]G_(w)e'W(Z+I) , x < -Z, 

which are obtained from (67). For x > 1, and any 
y < 0, the contour may be closed in the upper 
half plane to give 

(-) (-) (-) 
which, by analytic continuation, define entire func­
tions EI(W) and E2(W) in the w-plane. The asymptotic 
behaviors of these expressions for Iwl ~ ro show 
that the integral functions are identically zero, and 

F(x, Yi E) = ie'·Cz-I)[~+(K) - n+(K)]{3V(U-a) /G+(K) 

- ie-i.CZ-I)[~+(_K) _ n+(-K)]{3VCu-a'/G+(K) 

+ ! J.'" -I(z-I) [~+(it) - n+(it)] 
71' k e G+(it)(u2 + (32) 
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x (fJ cos O'a + 0' sin O'a)(O' cos O'y 

+ fJ sin O'y) dt, (72) 

here we have introduced a branch cut from ik to i 00 

and noted that ±K are the only poles of the integrand. 
To obtain the representation of cp(x, y) in this region 
we require the limiting form of (72) for E ~ O. 
In view of the definition of 'lIo(w) and the integral 
relation for the Dirac delta function, 

- ! J.'" PI(it)G+(it)e-
U 

dt 
7r k (t + iw)(t2 

- e)i , 

Bo = PofJ[Ko sinh Po cosh po~a2 - fJa - p~)rl. 

Similarly, since 

t ( ) = _1 1 PI(t)G_(t)e
i13 

dt 
<;+ ±K 27ri c+ (t T K) , 

comparison with (79) shows that 

(79) 

(73) ~+(±K) = BOPI(Ko)G+(Ko)ei.o6 
Ko T K 

it follows that 

lim'llo(w) = fJe-P·27r 

(74) 

When 1m w > 0 the integration over the contour 
C+ in the definition of Q+(w) may be taken along 
the real axis and we write 

n ( ) = ~ f'" 'lIo(t)G+(t)e'" dt 
u+ w 27ri _'" (t - w)G(t) . (75) 

Since I/G(t) has zeros at t = ±K, making use of 
the limiting behavior of 'lIo(w) when E ~ 0, we have 

Imw> 0, 

= -iaIG+(K)eiK6KI·/fJ2, w = K, 

= +ia2G+(-K)e-i'6Kla/~, w = -K. (76) 

The same procedures show that 

w ¢ ±K. 

Turning to ~_(w) we have from (66) 

~_(w) = ~ 1 PI(t)G_(t)e
il6 

dt 
27r1. c- (t - w) 

(77) 

BOPI (-Ko)G +( _Ko)e- i •oa 

-Ko T K 

(80) 

Finally, in the definition of 'I7+(w) the contour C+ 
may be extended in the lower half plane resulting in 

(81) 

Summarizing, for x > l, and all y, we have the 
representation 

( ) _ . iK<,,-OfJU <.-.) ~+(K) 
cp x, Y - 1.8 e KG+(K) 

. -id,,-I)fJ2 /3(0-.) ~+( -K) 
- 1.e e KG+(-K) 

11'" e-I("-I)~+(it) 
+:;;: .. G+(it)(0'2 + fJ2) (fJ cos O'a 

+ 0' sin O'a)(O' cos uy + fJ sin O'a) dt, (82) 

where ~ + (w) is given in terms of PI (w) through 
Eqs. (66) and (80). The transforms PI.2(W) are to 
satisfy (68) when E ~ 0, i.e., they are solutions 
of the pair of inhomogeneous integral equations 

PI(w) 'fJ -fl.[ al + a2 ] 
G+(w) = 1. e G+(K)(W - K) G+( -K)(W + K) 

11'" P2 ( -it)e-
t6 

+:;;: .. (t - iw)G_(it)(e _ k2)1 dt, 

(78) P2(W)G_(w) = Bo[G+(KO)PI(Ko)e
iK06 

h 
~-w 

T us, closing C _ in the upper half plane (again 

= ~ 1 PI(t)G+(t)e
ila 

dt 
27ri c- G(t)(t - w) . 

(83) 

using a branch cut along the positive imaginary axis) 
we obtain 

~_(w) = _Bo{G+(KO)PI(Ko)e"06 
Ko - W 

+ G+C -KO)PIC-Ko)e-"03 ] 
Ko + w 

+ .! 1'" PI (it)G+ (it)e-
t 6 

dt 
7r k (t + iw)(t2 

- k2)i . 

Analogous procedures are used to obtain the 
representation 
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!p(x, y) = !Po(x, y) 

+ ~ i'" e'(%+ll[ 71-( -i:~ ~ ;;( -it) ]G_( -it) 

X (f3 cos O'a + 0' sin O'a)(O' cos O'y + (3 sin O'y) dt, 
(84) 

which holds for x < -l and for all y; here 

8_(w) = i{3e-P{G+(K)~l _ w) + G+( -K)(:"-K - w)] , 

1 J'" P2(t)e-;'! 
71-(W) = -P.V. 27r'i _," G+(t)(t _ w) dt. (8.5) 

In the region above the barrier (-l<x<l, y> -a) 
the representation is found to be 

( ) 'B [P ( ) iKo(%+1) II' X, Y = 't 0 1 Ko e 

- P I( _Ko)e-iKO(%+ll] cosh [:0 (y + a)] 

'" + L B,,[P1(iK,,)e-Kn(%+I) 

+ P 2 ( _iKn)eKn(%-ll] cos [:" (y + a) J ' (86) 

where the B" are defined by (79) (n = 0) and by 

B" = p,.{3[Kn cos Kn sin Kn(f32a2 
- {3a - p!)rl

, 
(87) 

K! = (Pn/a? + k2, n ~ 1. 

Finally, below the barrier (-l < x < l, y < -a) 
we obtain 

1 1'" -1(%+1) 
!p(x, y) = - PI(it) cos O'(y + a) e __ dt 

1/' k 0' 

+ - P 2( -it) cos O'(y + a) _e - dt. 
11'" 1(%-1) 

1/' k 0' 
(88) 

6. DISCUSSION OF THE REPRESENTATIONS 

In the representations for II' (x, y) in the various 
regions of the fluid the integral or infinite sum 
converges uniformly and absolutely. The favoring 
exponential when x ~ ±l allows differentiations 
to be carried under the integral sign or inside the 
summation as the case may be. Thus it is possible 
to verify directly that Eq. (7) and the boundary 
conditions (8) and (9) are satisfied. 

The asymptotic requirements may be verified as 
follows. Consider, for example, the integral in the 
representation of !p(x, y) for x < -l. When t ~ co 

we have that 71_(-it) - (L(-it) ro.J O(t-2), and 
consequently the integrand of (85) is the product 
of the exponential factor, e l 

(,,+ l), and a function 
which is square integrable in (k, co). Applying 

Schwarz's inequality, we have 

11'" 1(,,+1)[71-( -it) - 0_( -it)JG (- 't)IQ 
k e (i+{32 - 1, I).JcosO'a 

+ 0' sin O'a)(O' cos O'y + (3 sin O'y) dtl 

~ {[i'" e21 (%+ll dtJ[i'" I;;; ;- G_(-it)(f3 COBO'a 

+ 0' sin O'a)(O' cos O'y + (3 sin O'y) 12 dt JY 
(89) 

as x ~ - co, independently of y. The analogous 
result holds for x ---+ + co in the representation for 
the region x > l. The condition that the potential 
vanish at infinite depths is also fulfilled since the 
integrals in the representations for the regions below 
the barrier, x > l, and x < -l, tend to zero as 
y ~ - CX) by the Riemann-Lebesgue lemma. We 
now investigate the relations between the various 
wave amplitude implied by these representations. 

In Sec. 2 it was noted that the surface wave 
solution of (7), (8), and (9), for a fluid of finite 
depth bounded below by the rigid plane y = - a, 
is of the form 

<p(x, y) = e±iKo" cosh [:0 (y + a) J. 
If wave motion above the barrier is present it must 
be of this type, and, indeed, investigation of (86) 
reveals the wave motion terms 

W(x, y) = h'leiKO(,,-1) + 'Y2e-iKO(,,-I)] 

X cosh [:0 (y + a) J ' 
(90) 

'P ( )B 'Ko! 'YI = 1, I Ko oe , 'P ( )B -"o! 'Y2 = -1, I -Ko oe • 

Omitting the time factor e-'''', 'YI and 'Y2 characterize 
the amplitudes of waves above the barrier traveling 
to and from the right edge, respectively. When 
x ~ co in the representation for the region x > l, 
Eq. (82), cp(x, y) becomes (retaining only the 
nonvanishing terms) 

(x y) = [eiK(Z-Zl ~+(K) 
II' , G+(K) 

(91) 

Using ~+(±K) of (80) and 'Yi of (90) we rewrite (91) as 
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(92) 

Again omitting the time factor, aa is the amplitude 
of the waves traveling to x = + co while a, relates 
to waves coming from x = + co. We further remark 
that using 'Y. of (90) in the definition of P2(W) 
leads to 

P ( ) - _i_ [G+(KO) + G+(-Ko) ] 
2\W - G ( ) 'Yl 'Y2 _W W-Ko W+Ko 

1 1'" PI (it)G+ (it)e-
I 3 

+ G_(w)'If' k (t + iw)(t2 
_ e)l dt. (93) 

The description of the solution for the semi­
infinite barrier can be obtained as a special case 
of our formulas. Consider, for example, a barrier 
which is semi-infinite to the left. Letting ~ ~ co 

in (92) and (93), the limiting forms 

(32e-{3a [G+(KO)" + G+(-Ko) ] 
as = -KG+(K) K - Ko 'Yl K + Ko 'Y2 , 

(32e-{3a [G+(KO) + G+(~Ko) ] 
a, = G ( ) + 'Yl 'Y2 , K + -K K Ko K - Ko 

P ( ) _ _ t_' [G+(KO) + G+( -Ko) ] 
2 W - G_(w) W _ Ko 'YI W + Ko 'Y2 (94) 

are the same as those derived by Greene and Heins.1I 

The limiting forms in (94) suggest the first 
approximation for the finite barrier when the width 
is large compared to the wavelength 2'1f'/k, (k~» I), 
Thus, for this range of the parameters, a first 
approximation is obtained by neglecting the integrals 
in (83) and (92), The resulting system of four linear 
equations, (94) (with a, == 0) and (90) with the 
approximation 

can be solved for the amplitudes a2, as, 'Yil 'Y2' 
Thus, we obtain 

'Y = a 1 1 2 2, •• 3 1, - re 
(96) 

where 

T= Kla(K - t<o) G+(-K) 
{32 G +( -Ko) , 

4{32e -{3aG + (Ko)Ko (97) 
t = (K + Ko)G+(K)(l - K~) , 

R = (K - KO) G+(-K) , 
~ + Ko G+(K) 

(
K - KO) G+(Ko) 

r = - K + Ko G+(-Ko)' 

As follows from (94), Rand T are the reflection 
and transmission coefficients for a wave incident, 
say from the left, on a barrier which is semi-infinite 
to the right. Similarly, rand t are the reflection 
and transmission coefficients for a wave incident 
above the barrier. Thus the approximations (96) 
take into account multiple reflections of waves 
above the barrier with each edge having the char­
acteristics of an edge of a semi-infinite barrier. 
This can be seen directly as follows: A wave with 
amplitude al incident from the left will give rise 
to a wave transmitted above the barrier with 
amplitude Tal' This wave will be reflected at the 
right edge giving a wave of amplitude Tre""cxl 
traveling to left. Reflection and transmission take 
place at the left edge resulting in Trtei2"'al con­
tributed to a2. This process repeats itself indefinitely, 
and thus the final amplitude of the reflected wave is 

a2 = Ra1 + Trte,2"'al + Tlte,4 •• 3a1 + ... , (98) 

which equals a2 of (96). 
The above results suggest an iteration scheme 

for P l.2(W) which leads to the amplitudes (96) as 
first approximations. Thus, we write 

Pi"}(w) = F(w) + Qi"}(w)G+(w), 
(99) 

where 

F(w) = i{3e-{3aG+(w{G+(K)(~_K) + G+C-K)(W + K)] , 

<n} 1 1'" p~ .. -l) (-it)e-" dt 
Ql (w) =; ~ (t _ iw)G _( -it)(e _ k2)1 , 

Q~O}(w) = 0, 

q<")(w, pi"» = ~ [G+(Ko)Pi")(Ko)e
i 
•• , 

G_(w) Ko - W 

+ G+( -Ko)Pinl
( -Ko)e-""] 

Ko + w ' 

(100) 
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QC")( ) - ! 1'" p!,,-I) (it)G+(it)e-14 dt 
2 \W - 11" k (t + iw)(t2 _ e)I , 

Q~O)(W) = o. 
With these definitions the corresponding approxima­
tions for the amplitudes are specified by the system 
of equations 

C,,) - "B e;··~PC")( ) 
'Yl -. 0 1 Ko, 

Cn) _ -"B e-'··6pC")(_ ) 'Y2 - • 0 1 Ko , (101) 

+ iQ~n)( -K)] = O. 

We note that when n = 0 we obtain the desired 
results. 

The above iteration scheme, although formally 
simple in its application, is complicated by the fact 
that the integrals involved are not easily evaluated. 
Thus, it is of interest to consider methods which 
will provide suitable approximations to these 
integrals. In the following we indicate a procedure 
appropriate when the width 0 of the barrier is 
large compared to the wavelength 211"/k. In partic­
ular, we consider the second approximation (n = 1), 
i.e., the system 

G+(Ko) (1) + G+( -Ko) (1) + .Q(l)( ) - 0 
+ 'Yl 'Y2 ~ 2 -K - , K Ko K-Ko 

'Y~I) = iP?)(Ko)Boe'·· 6 
, 

'Y~I) = -iPi l
) (-Ko)Boe-'··6, 

p~l)(w) = F(w) + G+(w)Q~I)(w). 
Thus we seek an approximation for 

Q(l)( ) - ! 1'" F(it)G+(it)e-
I 6 

dt 
2 \w - 11" k (t + iw)(t2 _ k2)I . 

(102) 

(103) 

Since the range of parameters is such that ko» 1, 
the significant contribution to the integral (103) 
comes from the neighborhood of the lower limit. 
Omitting a constant multiplicative factor (which can 
be incorporated into the unknown wave amplitudes) 
we have G +(w)~(w+ik)' for w~ik, and consequently 

F(w)G+(w) ~ i.Be-~{G+(K)(:; _ K) 

+ G+(-K)(~ + K)]cW + ik). (104) 

Inserting this expression into (103) leads to 

CI) i.Be-~S 1'" [ al 

Q2 (w) ~ -11"- k G+(K)(t + iK) 

+ a2 ] e-
16 

(t + k)t dt 
G+( -K)(t - iK) (t + iw) t - k . 

(105) 

Consider now the integral 

1"' e-16 (t + k)' 
10 = k (t + iK)(t + iw) t _ k dt (106) 

which is fundamental in (105). Again the neighbor­
hood of the lower limit will be the important range 
of integration, and, to emphasize this, we make the 
expansions 

1 1 [ t-k 
t+iK=k+iK l- k + iK 

(
t - k )2 

+ k + iK 

1 1 [ t-k 
t+iw=k+iw l- k + iw 

. .. ] , 
(107) 

( 
t - k)2 

+ k +iw ... J 
If only the first term of these expressions be retained 
(106) reduces to 

1 ( ) 1 1"' -t!(t + k)! d 
o\w = (k + iw)(k + iK) k e t _ k t 

ke-
k

! [(211")' (e-U
)] 

= (k + iw)(k + iK) ko + 0 (ko)t . (108) 

We note that the retention of further terms of (107) 
results in terms of at least the order O[e-u/(kO)l]; 
e.g., the next term is proportional to 

Substituting (108) into (105) we obtain to lowest 
order terms 

Q(l)( ) ·R -~.[ at 
2 \w = ~fJe G+(K)(k + iK)(k + iw) 

+ a2 ] _u(2k)' 
G +( -K)(k - iK)(k + iw) e 11"0· (109) 

Using this expression in (102) gives, for example, 

~ {G!(KO) B .Be ... 6[ 1 
G+(K) K + Ko 0 (Ko - K) 

+ 1 (2k)' -uJ 
(k + iKo)(k + iK) 11"0 e 
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a linear relationship between the incident wave 
amplitude (al) and the reflected amplitude (a2) 
which takes into account all terms to the order 
O(e-k'/ot). 

7. RESULTS FOR RELATED PROBLEMS 

In this section we derive the pairs of integral 
equations, analogous to (83), appropriate to the 
finite dock and a submerged vibrating plate below 
the free surface of a semi-infinite fluid. The dock 
problem is concerned with the resultant fluid motion 
when a train of infinitesimal time-harmonic surface 
waves is incident on a plane rigid barrier of finite 

<p(x, 0) = <Po (x , 0) - f3 {I cp(x', O)G(x, 0; x', 0) dx', 

(113) 

a one-dimensional integral equation for cp(x, 0). 
In terms of the functions 

"'l(X) = <p(x, 0), x < -l, "'2(X) = cp(x, 0), x> l, 

= 0, x> -l, =0, x < l, 
lex) = -<p(x, 0), Ixl < l, "'o(X) = cpo(x, 0), (all x) 

=0 Ixl> l, 
(114) 

the complex Fourier transform of (113) is 

(3J(w) 
'lJil(w) + 'lJi2(w) - J(w) = 'lJio(W) + (w2 + e)l - f3 ' 

J(w) = {I l(x)e- i
"''' dx, etc. 

where a convergence factor is assumed in 'lJio(w). 
Collecting terms, this equation may be written as 

(w2 + k2)tJ(W) 
'lJil(w) + 'lJi2(w) - 'lJio(w) = (w2 + e)l _ (3 , (115) 

which we note is the limit of (49) for a ~ O. Thus 
putting a = 0 in (51) we have for the dock problem 

+ P2(w)e-''''2'/L+(w) - 'lJio(w)e-i""/L+(w), 

J(w)e'''''/L+(w) = Pl(w)ei "'2'L_(w) 

+ P2(w)L_(w) - 'lJio(w)ei"'IL_(w), 

(116) 

width located at the free surface of a semi-infinite which can be decomposed as for the submerged 
fluid. The assumptions of Sec. 2 are made regarding barrier. 
the fluid motion, and hence we consider only the Although the transform relations (116) are derived 
two-dimensional residual function cp(x, y) of (6) from (51) in a simple way (a ~ 0) the two problems 
which satisfies the differential equation (7), and differ significantly in detail owing to the different 
the boundary conditions role played by an edge at, or below, the surface. 

Ixl < l, As we have seen, the behavior of a potential near 
(111) an edge affects the asymptotic character of the 

corresponding transform, and so determines the 
nature of the entire functions obtained by separating 

the conditions at the dock and free surface, re-
the transform equations. In Sec. 3 it was shown that 

ocp/oYlu-o = 0, 

ocp/oYlu-o = (3<p(x, 0), Ixl> l. 

spectively. the first derivative of the potential function in the 
Employing the Green's function of Sec. 3 we 

neighborhood of the edge is proportional to the have the representation 
inverse square root of the distance measured from 

11 the edge. Studies of the singularities characteristic 
cp(x, y) = CPo(x, y) - f3 _I <p(x', O)G(x, y;x', 0) dx', to the dock have shown that in the neighborhood 

Letting y = 0 in (112) gives 

(112) of an edge the velocity potential may be expanded 
in a double power series in r and log r where r is 
the distance from the edge (see, for example, 
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MacCamy12 and Sparenberg13
). The logarithmic 

term corresponds to the "breaking" of the fluid at 
the barrier, and its coefficient specifies the amount 
of breaking. 14 .13 

In order to obtain a solution through (116) it is 
sufficient to assume that if;l.·,(X) are integrable in 
every finite interval of the x-axis. The Riemann­
Lebesgue lemma gives 'l11.2(W) ~ 0 for Iwl ~ 00 in 
the appropriate half plane. In view of this fact, 
and sinf!e 

Iwl ~ 00, Imw < 0, 

we observe that the entire function E2(W) of (67) 
will no longer be zero since 

Iwl ~ 00, Imw < o. 
However, Liouville's theorem states it can be at 
most a constant. Letting this constant value be A, 
the integral equatic:ls for P1.2(W) appropriate to 
the dock are 

P1(w)/L+(w) + 'IJ-(w) - O+(w) = 0, 

P2(w)L_(w) + ~_(w) - 1L(w) = A. 
(117) 

the edges, however its x derivative does possess a 
logarithmic behavior and is a solution of the problem 
originally posed. Thus, a suitable linear combination 
of these two «({l and ({lz) may be taken in order to 
produce a new solution which exhibits a desired 
amount of "breaking" at the edges. 

Consider now the case of a vibrating strip located 
below the free surface of a semi-infinite fluid. The 
undisturbed position of the free surface is taken 
as y = 0 and the rest position of the plate is specified 
by 

y = -a, -I < x < I, -00 <z<oo. 

The amplitude of the plate vibrations is assumed 
infinitesimal and the resulting fluid motion irrota­
tional and time harmonic. Thus, as for the rigid 
barrier, the motion of fluid is characterized by a 
velocity potential ct>(x, y, z)e- iw

,. We further assume 
that the z variation is given by the factor eih

• This 
amounts to assuming a wave in the plate traveling 
in the positive z direction. Thus, we seek a residual 
function ({l(x, y) which is a solution of (7) satisfying 
the boundary conditions 

Employing the methods of Sec. 5 we find, for a({l/ay = fJ({l, y = 0, -oo<X<oo, (121) 
example, when x > I, ({l(x, y) is given by a({Jjay = V, y = -a, -I < x < I. 
({l(X, y) = ieidr-llfJVU[A + ~+(K)]/KL+(K) 

- ie-i<{z-Il fJVU[A + ~+( -K)]/KL+( -K) 

fJ 1'" -t(z-I) 

+;; k L+(i~)(U2 + fJ2) [~+(it) + A] 

X [u cos uy + fJ sin uy] dt, (118) 

where 

and 

(120) 

In addition, ({l(x, y) is to describe outgoing waves 
for Ixl ~ 00, i.e., 

({l(x, y) r-..J O(luehizi), Ixl ~ 0). (122) 

Noting the similarities between the present 
formulation and that for the rigid barrier we 
proceed immediately to the representation 

({l(x, y) = a2e-i«z+ll+fJu 

+ i', I(x')G •. (x, Yj x', -a) dx', (123) 

where I (x) is used to denote the discontinuity of 
({l(x, y) at the plate. A one-dimensional integral 
equation for I (x) is obtained by imposing the second 
condition of (121) j thus 

When ~ ~ 00, we have ~+ = 0, and (118) reduces V = fJa2e- i
«HIl-fJ. 

to the results of Heins3 for the semi-infinite dock. 
The solution thus obtained has no singularity at + i', I(x')Gu'(x, -aj x', -a) dx', -I < x < I. 

12 R. C. MacCamy, "Linear Boundary Problems Arising 
in the Diffraction of Water Waves by Surface Obstacles, 
Part I," Dept. of Mathematics, University of California at 
Berkeley, Technical Report No.1 (1955). 

13 J. A. Sparenberg, "The Finite Dock," Technische Hoge­
school, University of DeHt, Report 17, 1957. 

14 J. J. Stoker, Quart. Appl. Math. 5, 1 (1957). 
16 H. Rubin, Comm. Pure Appl. Math. 7, 317 (1954). 

(124) 

We extend this equation to all values of x by writing 

if;(x) = if;o(x) 

+ i', I(x')Guu'(x, -aj x', -a) dx', (125) 
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where 

Yt ( ) - fJ -,.(~+/)-/Jo ox-a2e , 

YtI(X) = iJip/iJyl. __ o, 

= 0, 

- co <x< co, 

x < l, 
x> l, = 0, 

x> l, 

x < l, (126) 

Yt3(X) = V, Ixl < l, lex) = ip(x, -a + 0) - ip(x, -a - 0), Ixl < l, 
Ixl > l. = 0, Ixl> l, 

The transform version of (125) is 

wI(w) + w2(w) + "!'" (e'WI - e-· wl
) 

'tw 

= wo(w) + J(w)G(w), (127) 

where the use of the convergence factor e-'I~I is 
implicit in the transform wo(w). Employing the 
methods of Secs. 3 and 4, we obtain 

(e'
WI

) wI(w) ,...., 0 7 ' Iwl ~ co, lmw> 0, 

w2(w) ,...., O(e-~; I) , Iwl ~ co, lmw < 0, 
(128) 

J(w),...., O(~) , Iwl ~ co, lmw> 0, 

,...., O(e-~;/) , Iwl ~ co, lmw < 0. 

The transform relation (127) differs from that for 
the rigid barrier [Eq. (41)] by the presence of the 
term 

which stems from the prescribed normal velocity 
of the plate. Evidently Q(w) is regular in every 
finite region of the w-plane, and we have 

Q(w)e, wl 
,...., o(~), Iwl ~ co, 1m w > 0, 

(129) 

Q(w)e-· wl 
,...., O(D, Iwl ~ co, 1m w < 0. 

Suppressing the exponential behavior of wl(w) 
and w2 (w) by introducing functions PI(W) and P 2 (w), 
we obtain 

PI(w)e· WI + P 2(w)e-· wl + Q(w) 

= wo(w) + J(w)G(w), (130) 

which is analogous to Eq. (49) for the rigid barrier. 
As in the case of this latter equation, (130) yields 

= 0, 

the two expressions 

G_(w)PI(w)e' ws + P2(W)G_(w) + Q(w)G_(w) 

- wo(w)G_(w)e, wl = J(w)G+(w)e'WI, 

PI(W) + P2(w) -'w8 + Q(w) -'wl -- --e --e 
G+(w) G+(w) G+(w) 

wo(w) -'wl J(w) -'wl 

- G+(w) e = G_(w) e (131) 

Comparing these equations with (51) we write by 
inspection 

P2(W)G_(W) + ~_(w) - {L(w) 

+ ~ f Q(t)G_(t)e
ill 

dt = 0, 
21T't 0_ (t - w) (132) 

PI(w)/G+(w) + l1+(W) - 8+(w) 

1 f Q(t)e-· Il 

+ 21Ti 0+ G+(t)(t _ w) dt = 0. 

Closing the contour C + in the lower half of the w­
plane, with a branch cut along the imaginary axis 
from - ik to - i co, leads to 

~ f Q(t)e-
itl 

dt 
21Ti 0+ G +(t)(t - w) 

V ['" (1 - e- '8) dt 
= --; Jk tG_( -it)(t - iw)(t2 

- k2)t· 

In the limit E ~ 0, we have the integral equation 

Pl(W) _ ifJcx2e-/Jo 
G+(w) - G+(-K)(W +K) 

(133) 

The present situation is somewhat simplified in view 
of the symmetry YtI(X) = Yt2( -x), and consequently 
PI(W) = P 2 ( -w). Thus, Eq. (133) can be iterated 
directly for PI(W) (or P 2 ( -w». The methods of 
Sec. 5 can be used to find representations for the 
velocity potential. 
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In previous investigations the so-called geometrical theory of diffraction was established. Its 
application has been limited to problems of diffraction of waves by smooth opaque objects. 

In the present paper, the geometrical theory of diffraction is extended and applied to problems of 
diffraction by a smooth transparent object of any shape. For simplicity only scalar fields and two­
dimensional problems are considered. However, this method can be modified easily to apply to 
vector fields and three-dimensional problems. 

In Part I, the fields associated with the geometric rays and the diffracted rays are constructed in 
detail for the case of a circular cylinder. Afterwards a general method for treating diffraction by a 
smooth transparent cylinder of arbitrary shape is given. In order to determine the coefficients, the 
exact solution for the case of a circular cylinder is found and evaluated asymptotically for large ka in 
Part II. Then it is compared with the solution obtained from geometrical theory in Part I. 

I. GEOMETRICAL THEORY OF DIFFRACTION 

Introduction 

I N recent years, J. B. Keller's "Geometrical Theory 
of Diffraction" has become a useful technique 

for solving asymptotically the boundary-value 
problems of wave propagation. Whereas the usual 
method for solving boundary-value problems of 
this type depends upon separation of variables, 
this method does not. Therefore, it can be applied 
to objects of arbitrary shape. Most uses of this 
theory have concerned diffraction by opaque 
objects. However we shall apply it to diffraction 
by smooth transparent objects. 

For simplicity we will consider only scalar fields 
and two-dimensional problems. However, our method 
can be modified easily to apply to vector fields and 
three-dimensional problems. First we shall treat 
diffraction by a circular cylinder. This has the 
advantage of illustrating the method without 
introducing extraneous geometrical details, and it 
is also a case for which we can obtain the exact 
solution for comparison. Afterwards, a general recipe 
will be given for treating diffraction by a smooth 
transparent cylinder of arbitrary shape. 

For the historical background and the general 
discussion of the geometrical theory of diffraction, 
the reader is referred to articles by Keller. 1

•
2 Levy 

* This research was supported by the Office of Naval 
Research, under Contract N onr 285 (48). Reproduction in 
whole or in part is permitted for any purposes of the U. S. 
Government. 

t Present address: Division of Mathematical Sciences, 
Purdue University, Lafayette, Indiana. 

1 J. B. Keller, "A Geometrical Theory of Diffraction," 
Symposium on Microwave Optics, Eaton Electronics Re­
search Laboratory, McGill University, Montreal, Canada, 
(1953). 

I J. B. Keller, J. Opt. Soc. Am. 52, 116 (1962). 

and Keller3 and Keller. 4 These also contain many 
additional references. 

In the following section we shall construct the 
fields on the geometric rays and on the diffracted 
rays which arise in scattering by a circular cylinder. 
These fields are compared with the leading terms 
in the short wavelength asymptotic expansion of 
the exact solution in Part II and the two are found 
to agree with each other. The coefficients of reflec­
tion, transmission, and diffraction are thus de­
termined and the postulates verified. In the last 
section, we give a procedure for calculating the 
asymptotic form of the field diffracted by a smooth 
transparent cylinder of arbitrary shape. 

The author wishes to express his appreciation to 
Professor Joseph B. Keller for suggesting this 
problem and for his aid and guidance in carrying 
out the research. 

A. Diffraction by a Transparent Circular Cylinder 

Let us consider the scalar field p. produced by 
a time-harmonic line source in the presence of a 
circular cylinder of a homogeneous material different 
from that which surrounds it. We shall call the 
surrounding homogeneous medium "one" and that 
constituting the cylinder "two." For simplicity we 
consider the case in which the source is parallel 
to the cylinder axis. The cylinder is of radius a, 
the source is at distance ro from the axis, and the 
field point is denoted by (r, n), where r is the radial 
distance from the axis, and n is the angle between 
ro and r measured clockwise (Fig. 1). On the cylinder, 

8 B. R. Levy and J. B. Keller, Commun. Pure Appl. 
Math. 12, 159 (1959). 

4 J. B. Keller, IRE Trans. Antennas Propagation 4, 312 
(1956). 

820 
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p. satisfies the boundary conditions 

p.(a+, n) = ap.(a-, n) and p.r(a+, n) = (3p.r(a-, n), 

where a± = lim .... o (a ± E) with E ~ 0; a and {3 
are given constants depending upon the two media. 

1. Geometric Rays 

According to the geometrical theory of diffraction, 
the field at any point is the sum of the fields on 
all the rays through that point. The field on each 
ray consists of an amplitude and a phase. The 
phase is proportional to the optical length of the 
ray and the proportionality constant is the propaga­
tion constant kl or k2. The amplitude varies in 
accordance with the principle of conservation of 
energy in a narrow tube of rays, so it is inversely 
proportional to the square root of the distance 
between two neighboring rays. The incident rays 
are straight lines from the source. They reflect and 
refract at the cylinder surface, traverse the cylinder 
and reflect or refract again, etc. On the incident ray, 
the field is specified at the source, and on a reflected 
or refracted ray, the initial value is obtained by 
multiplying the field on the incident ray by a reflec­
tion or refraction (transmission) coefficient. 

Figs. 1 and 2 show some of the tubes of geometric 
optics rays when N == k2/kl > 1 and N < 1, 
respectively. They also show the physical dimensions 
and notations. 

We now let R11 be the reflection coefficient in 
medium 1, R22 be that in medium 2, T12 be the 
transmission coefficient from medium 1 to medium 2, 
T21 be that from medium 2 to medium 1, and p - 1 
be the number of internal reflections a refracted ray 
undergoes. According to the geometrical theory of 
diffraction, the coefficients above are Fresnel co­
efficients and the relation between the angles of 
incidence 'P and refraction () is given by Snell's law. 
Therefore we have from the boundary conditions 

s 

FIG. 1. The behavior of an infinitesimal tube of geometric 
rays is shown for the case of N > 1. 

FIG. 2. The behavior of an infinitesimal tube of geometric 
rays is shown for the case of N < 1. 

R _ a cos 'P - {3N cos () 
11 - a cos 'P + {3N cos () 

where 

(Snell's law). 

R22 = -R11' 

aT12 = 1 + Rn , 

a -lT21 = 1 + R22 , 

kl sin 'P = k2 sin () 

(1.1) 

(1.2) 

(1.3) 

(1.4) 

(1.5) 

In general, at any point of the geometrically 
illuminated region, the field contains contributions 
from the incident ray J.'~, the reflected ray J.'~, and 
all the multiply reflected rays which we write as 

where "+" denotes the contributions from those 
rays which are incident on the upper half of the 
cylinder, "-" denotes those which are incident on 
the lower half of the cylinder, and 2:>" means 
a sum of all terms J.',,~ for fixed (j, p). 

We now proceed to construct the expressions for 
J.'~, J.'~, and J.',,~. J.'~ has an amplitude factor (Ri)-l 
which comes from applying the principle of con­
servation of energy. It also has a phase factor 
eik'RI, where Ri is the distance from the source 
to the field point. To adjust the incident field to 
be that of a source of unit strength, we include a 
factor ;n == (i/87rk1)'. Thus we have 

G _ CYYR-teik,R, 
J.'i - "~i , (1.6) 

J.'~ has the amplitude factors (Rr)-l and (1+Qr/Cr)-l, 
which come from applying the energy principle to 
the portions of the ray from the source to the external 
reflection point, and from the external reflection 
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point to the field point, respectively. Because of 
the external reflection, the reflection coefficient Rll 
is included. The phase factor is eikdRr+Q,). Here 
Rr is the distance from the source to the point 
of external reflection, Qr is the distance from the 
point of external reflection to the field point, and 
G r is the distance from the point of external reflection 
to the point of convergence of two neighboring rays 
along Qr. Thus we have 

(1.7) 

where 

(1.8) 

p.p~ has the amplitude factors 

where 

£ii = (1 - Lii/biifi, (1.9) 

which come from applying the energy principle to 
the portions of the ray from the source to the 
external reflection point, from the external reflection 
point to the first internal reflection point, from the 
first internal reflection point to the second internal 
reflection point, ... , from (p - l)st internal 
reflection point to the pth internal reflection point, 
and from the pth internal reflection point to the 
field point, respectively. Since the ray travels through 
the interface of the two media twice and is internally 
reflected (p - 1) times, p.p~ has the additional 
amplitude factor TI2T2IR~;1 and the phase factor 

exp [ikI(Rpi + QPi) + ik2 t L.iJ. .-1 
Here L. i is the chord length from the (q - l)st 
internal reflection point to the qth internal reflection 
point, Rpi is the distance from the source to the 
external reflection point (Oth internal reflection 
point), Qpl is the distance from the pth internal 
reflection point to the field point, GPj is the distance 
from the pth internal reflection point to the point 
of convergence of two neighboring rays along QPi' 
and b. is the distance from the (q - l)st internal 
reflection point to the point of convergence of two 
neighboring rays along L.. Hence we have the 
following expression for J.tp~: 

P.~I = ~lj£2i ••• £Pimtpi(RpifiTI2T2IR;;1 

X exp [ik1(Rpl + QPI) + ik2 t L.IJ· .-1 (1.10) 

Finally we can write the geometric optics field 
at (r, 0) as 

p.G(r, 0) = {[p.?(r, 0) + p. ~(r, O)]H(O) 

+ [p.~(r, 2'11' - 0) + p.~(r, 2'11' - 0)] 

X H( - 0) in lit region, } 

o in geometric shadow region 

(1.11) 

with 

p.G(r, 0) = p.G(r, 2'11'), and p.~(r, 0) = J.I.~(r, 2'11'). 

H(O - 0 0) is defined as 

0 for o < O,,} 
H(O - 00) = ! for 0= 00 , 

(1.12) 

1 for 0> 00 , 

By geometric considerations we arrive at the follow­
ing results: 

Ri = (r2 + r~ - 2rro cos O)i, r > a, 

o ~ 101 ~ 2'11', 

(Gr)-1 = (Rrr-.,/ + (!a cos lP)-1 

Rp = <Ro,~ 1 2 3 _ p = r, , , ,"', p, 
Qp - <R, 

where 

and 

<R == (r2 - a2 sin2 lP)i, 

L •• = 2a cos 0 = L, q = 1,2,3, ... ,p, 

L __ 1_ [1 _ (1 + a cos lP) COSlP J 
b1 - a cos 0 Rl N cos 0 ' 

1 coso[ 1 c: = cos lP (L - bI)(cos lP/N cos 0) 

_ (N cos O/cos lP - I)J 
acosO ' 

1 2 1 
bPI = a cos 0 - L - bp - 11 ' 

p = 2,3,4, 

1 COSo[ Ncoso N 
Gpi = cos lP (L - bpj) cos lP - a cos lP 

+ _I-oJ, P = 1,2,3,4, ... 
a cos 

(1.13) 

(1.14) 

(1.15) 

(1.16) 

(1.17) 

(1.18) 

(1.19) 

(1.20) 

(1.21) 

(1.22) 

(1.23) 
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for 

j = ±, 211"M:±H = 2'1' + p(1I" - 28) 

- sin-1 [(air) sin '1'] - sin-1 [(alro) sin lP], 

p = r, 1, 2, 3, 4, ... , (1.24) 

with M~ and M-; being the smallest positive integers 
such that Eq. (1.24) has real solutions. 

~. Diffracted Rays: Ray Tracing 

In the geometrical theory of diffraction, diffracted 
rays are introduced. Away from the surface diffracted 
rays behave just like ordinary geometric rays. On 
the surface a diffracted ray, which is called a surface 
ray, is a geodesic arc on the fast side of the surface. 

The behavior of a surface ray depends on the 
local curvature of the boundary surface. In general, 
the local properties of the surface can be classified 
into two types. A surface, convex towards the fast 
side, is called a Type A surface, and a surface, 
convex towards the slow side, is called a Type B 
surface. For a Type A surface, a diffracted ray can 
be produced only by an incident rayon the fast 
side hitting the boundary surface tangentially. When 
such a surface ray travels along a Type A surface, 
it continually sheds tangent rays into the fast 
medium and critically refracted rays into the slow 
medium. From a Type B surface a diffracted ray 
can be produced by incident rays in the following 
two ways: (I) When an incident rayon the slow 
side hits the boundary surface at the critical angle 
of incidence. As such a surface ray travels along 
the surface, it continually sheds critically refracted 
rays into the slow medium. (II) When an incident 
rayon the slow side hits the boundary surface 
tangentially. As such a ray travels along the surface, 
it continually sheds tangent rays into the slow 
medium. 

For diffraction by a transparent circular cylinder, 
the diffracted rays in the case N > 1 and the case 
N < 1 are quite different, because their boundary 
surfaces are purely of Type A and Type B, respec­
tively. Thus in the following we give a separate 
account of all the possible diffracted rays passing 
an exterior point of the cylinder in each case. 

In the case N > 1, any exterior point can have 
infinitely many diffracted rays of the following 
kinds passing through it (see Fig. 3). 

The first kind are rays which start from the 
source, hit the cylinder tangentially, travel along 
the surface on the exterior side, and then leave the 
surface tangentially. 

The second kind are rays which start from the 

---I D~,R:'Q.D." 
--- ...uf: D~sRn.a:D:" 
--- D/~$ 0:1. 01, ~ 

FIG. 3. The ray paths of the diffracted rays in the case of 
N > 1 are shown in detail. The corresponding proportionality 
constants of the field, associated with each diffracted ray, 
are given. 

source, hit the cylinder tangentially, travel along 
the surface on the exterior side, are critically 
refracted into the cylinder, traverse the cylinder, 
hit the other side of the cylinder, are critically 
refracted, travel along the surface on the exterior 
side, and finally leave the surface tangentially. 

The third kind are like rays of the second kind, 
except when they hit the other side of the cylinder, 
instead of being critically refracted they are reflected 
back into the cylinder; then they again traverse 
the cylinder, hit another side of the cylinder, are 
critically refracted, travel along the surface on the 
exterior side, and finally leave the surface tangent­
ially. 

The fourth kind are like rays of the second kind 
except when they travel along the surface, instead 
of leaving the surface tangentially they are critically 
refracted again into the cylinder, traverse the 
cylinder, hit the other side of the cylinder, are 
critically refracted, travel along the surface on the 
exterior side, and finally leave the surface tangent­
ially. 

The rest of the diffracted rays are just like the 
rays of third and fourth kinds, except with higher 
numbers of traversals of the cylinder which are due 
to either reflection or refraction. 

In the case N < 1, any exterior point can have 
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FIG. 4. The ray paths of the diffracted rays in the case of 
N > 1 are shown. The notations for the angles and distances 
are given. 

infinitely many diffracted rays of the following kinds 
passing through it (see Fig. 4). 

The first kind are rays which start from the 
source, hit the cylinder at a critical angle of in­
cidence, are critically refracted, travel along the 
surface on the interior side, and are finally critically 
refracted into the exterior of the cylinder. 

The second kind are rays which start from the 
source, hit the cylinder tangentially, travel along 
the surface on the exterior side, and then leave 
the surface tangentially. 

Field Calculation. According to the geometrical 
theory of diffraction, the calculation of the field 
on a diffracted ray away from the boundary surface 
is the same as that on a geometric ray. On the surface 
portion of a diffracted ray, the phase of the field 
increases in proportion to the optical length of the 
ray. Along the surface ray, the amplitude varies 
in accordance with the principle of energy conserva­
tion in a narrow strip of surface rays. The amplitude 
also decays because of radiation from the surface 
and the rate of decay is governed by a decay expo­
nent which depends upon local properties of the 
boundary surface and the media. The boundary 
surface is a caustic of the diffracted fields and, in 
general, the field within the caustic layer is composed 
of a number of different modes. Each mode is 
characterized by its own amplitude and phase, and 
therefore its own proportionality constant, propaga­
tion constant, and decay exponent. 

Let the amplitude of the field associated with a 
diffracted ray which passes through a point of 
interaction (refraction, reflection, or diffraction) be 
described by the relation Aic) = D(c)Ai(c), where 
c is the interaction point, Ad(c) is the amplitude 
on the ray produced at c, Ai(C) is the amplitude 
on the incident ray at c, and D(c) is the prop or-

tionality constant. The proportionality constant is 
called a transmission, reflection, or diffraction co­
efficient, according as the interaction is refraction, 
reflection, or diffraction. 

Now we shall construct the diffracted fields of 
diffraction by a transparent circular cylinder 
separately for case N > 1 and case N < 1. 

For the case N > 1: First we let Dll be the diffrac­
tion coefficient from medium (1) to medium (1), 
D12 be the refraction coefficient from medium (1) 
to medium (2), D21 be that from medium (2) to 
medium (1), ()o = sin-1 (liN) be the angle of total 
reflection (or angle of critical incidence), and v ,a-1 

be the propagation constant for the waves propagat­
ing along the boundary surface only. The subscript 
s denotes the s mode. Since the wave is propagating 
in the fast medium [medium 1], we expect that 
the real part of v.a- 1 is approximately equal to kIt 

and because of the decay exponent we expect that 
the imaginary part of v.a- 1 is positive. The to±, t 1±, 
t2±, ... and t2±, t3 ±, t4 ±, ... are the arc lengths 
shown in Fig. 3, and defined later. 

The fields on the rays, which travel around the 
cylinder clockwise a distance to+ or around the 
cylinder counterclockwise a distance lo_ are 

Jl~.±(r, n) = L m;D~lI(:D:Dorl 

with 

, 

X exp [ik1(:D + :Do) + i~to± J, 
r > a, 0::; Inl ::; 211", 

- 2p cos-1 '!")a p = 0 1 2 3 ... N' , , , , 

(1.25) 

(1.26) 

and n is any positive integer such that lu ;::: 0, 

:D = (r2 _ a2)1, 

:Do = (r~ - a2)1. 

(1.27) 

(1.28) 

The total contribution of rays of this type is the 
sum of the above expressions over all n's. 

For the second kind of rays, at the point B of 
Fig. 3 the field is contributed to by rays diffracted 
at all points along the whole arc of length t 1+. 

Thus we must sum over these rays by introducing 
the factor J~'+ dtl+1 a into the expression for I'~.+ (r, n) 
and J~'- dt1_Ia into the expression for I'~._(r, n), 
where dt 1 is the infinitesimal arc length measured 
from the point of tangency of the ray B towards 
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the point of second refraction of }J.~. Then we have 

}J.~A,.(r, n) = L mD~l,D12D2l(:D:Do)-1 1"'" dtl 
• 0 a 

X exp [ikl(:D + :Do) + i2k2a cos (Jo + i ~ tuJ ' 
r > a, 0 ~ Inl ~ 2?1'. (1.29) 

. For the third and fourth kinds of rays, we also 
mtroduce the factors 

R22 1" d~, and .1" D12D2l (1" dtl) dt 
o a 0 a 0 a 2, 

respectively where dlt is the infinitesimal arc length 
measured from the point of tangency of the ray C 
towards the third point of refraction of }J.~, t2 is 
the arc length measured from the point of tangency 
of the ray C to the third point of refraction of }J.~, 
and dt2 is the infinitesimal variation of t2 measured 
from t2 towards the second point of refraction. Then 
we have 

}J.~.",(n, r) = L mD~HD12D2l , 

[1
1

'. ( 1" dt ) d~J X 0 R22 + D12D2l 0 -;; """i 

X (:D:Do)-l exp [ikl(:D + :Do) + i4k2a cos (Jo 

+ . v,tH • ] 
'/. ~ - '/.?I' , r > a, 0 ~ Inl ~ 2?1'. (1.30) 

Diffracted rays of type p = 3 come from reflection 
of diffracted rays of type p = 2 (See the long 
dashed lines in Fig. 3). With the same consideration 
as before, we obtain 

}J.~.",(r, n) = ~ mD~HD12D2l[[·· {R22 + D12D21 

X {' (R22 + D12D2l {' d~l) d~2} ~3 ] 

X (:D:Do)-le,k. (~+~.) exp [ +i6k2a cos (Jo 

+ . v, t. .3?1'J '/. a- a.. - '/."2 ,r > a, 0 ~ Inl ~ 2?1'. (1.31) 

If we introduce the following notation for angular 
distances, 

then the general expressions for }J.~.(r, n) are 

}J.~.,.(r, n) = L mD~laD12D2l(:D:Do)-1 . 

(1.32) 

+ (p - 1)(P - 2) R,,-3(D D )2 w!'" + 
2! 22 12 21 3! 

(p _ 1)1 HI + . RP-l-k(D D)k W",. 
(p - 1 - k)! k! 22 12 21 (k + I)! + ... 

+ (D 12D2ly-l w=tJ exp [ikl(:D + :Do) 
p. 

+ i2pk2a cos (Jo + iv,wi>'" - ip(!?I')]; 

r> a, 0 ~ Inl ~ 2?1', (1.33) 

where we define the negative powers of R221 D121 
and D2l to be zero. 

As in previous cases, the total diffracted field 
}J.~ is the sum of all }J.~./s and }J.~n_'s. 

For the case N < 1: We let ii.a- l and v.a- l be 
the propagation constants for the waves propagating 
along the boundary surface on the fast side and 
slow side, respectively. For the waves propagating 
in the fast medium and slow medium, we expect 
that the real part of ii,a- l and v,a- l are approximately 
equal to k2 and k j , respectively, and because of the 
decay exponent we expect that both the imaginary 
parts of ii,a- l and v.a- l are positive. 

By ray tracing and field calculations we obtain 
the following results for the first kind of ray: 

}J.~.l±(r, n) = L mDj2,D2h(88o)-1 

where 

and 

, 

r> a, 0 ~ Inl ~ 2?1') 

8 = (r2 _ N2a2)f, 

80 = (r~ - N 2a2)f, 

(211'1t ± n _ cos-l ~a 

- cos-l ~oa + 2p cos-l N) ) 

(1.34) 

(1.35) 

(1.36) 

(1.37) 

with n as any positive integer such that wp ± ~ O. 
The physical meaning of 8, 80 a(1 - N2)f W '" , , +, TC, 

etc., are given in Fig. 4. For the second kind of 
diffracted ray, we have 

~!(r, n) = L mD~14(~~or' 

X exp [ikl(:D + ~o) + iv.wo",], 

r > a, 0 ~ 1121 ~ 2?1'. (1.38) 

Th~l physical meaning of :D, :Do, cos-l (a/r) , 
cos (a/ro) , Wo"" etc. are given in Fig. 3. Total 
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FIG. 5. For the case of N > 1, the reactions of a particular 
tube of rays are shown, and all the notations for the angles 
and distances are given. 

J.lDl and J.lD2 can also be obtained by summing all 
the possible n's. 

From the comparison of the solutions of this part 
and that of Part II, not only have we verified our 
postulates but also determined the coefficients as 

R22 = + 1, for N > 1, 

D12 = (cr./{3)(N2 - lr!, for N > 1, 

D21 = 2, for N > 1, 

(1.39) 

(1.40) 

(1.41) 

D~h = (~:r7r(6)-fei(5.-/12) (k1ar t ~: (N2 
- 1)-1 

X [A(q.)r\ for N > 1 (1.42) 

where A (q) is the Airy function (Appendix I), 

q. = (6/k1a)le-it~(jJ. - k1a), (1.43) 

and jJ. is a solution of 

H~1l/(k1a) H~2)/(k2a) 
cr. H~1)(k1a) = (3N H~2)(k2a) . (1.44) 

The coefficients for the case N < 1 will be given 
in a sequel to this paper. 

B. Solution for a Smooth Transparent Cylinder 
of Arbitrary Shape 

In the introduction, we mentioned that the 
solution of the problem of diffraction by a smooth 
transparent cylinder of arbitrary shape is highly 
dependent upon the geometry of the cylinder; 
therefore it is very difficult to give any general 
solution of great detail. However, here we shall 
prescribe a method for obtaining the general solution 
if one knows the geometry of the body. Due to the 
fact of the intermingling between geometric rays 
and diffracted rays in the case N > 1 and complete 
nonintermingling in the case N < 1, we will describe 
these two situations separately. 

1. Case N > 1 

In general, at any point of the configuration 
space, we may have at most the following fields 

on the rays passing through this point: 
G G D D DGD'" 

J.li,., J.lr,., J.lr+' J.lr-, J.I,,+ " •• 

and J.I~:!D"', ••• , p = 1,2,3,4, 

where there are 2"+1 possible different combinations 
of DGD ... for p..,. Here we have used previous nota­
tion. J.I~ and J.I~ are the fields on incident and external 
reflected rays, respectively, and they appear in the 
geometrically lit region only. J.I~ is the field of the 
diffracted ray just as in the case of the opaque 
cylinder. J.I~GD'" 's are the fields of the rays with 
(p - 1) internal bounces. They all have (p + 1) 
superscripts and each superscript is either "G" or 
"D" which denote the behavior of the ray at the 
interface as either geometric or diffracted type. 
The criterion of choosing "G" or "D" is whether 
o < Oc or 0 = Oc, respectively. 

Since the expressions with subscripts "+" and 
" -" are the same, we will omit these subscripts 
from now on. The expressions for J.I~, J.I~, and J.I~ 
are given below and the geometrical notation is 
defined in Fig. 5. We have 

G _ =R-leik,Ri J.li - oJ~ i , 

J.I; = L :JL'JrCRjR;lRll(f{Jrj) 
i 

X exp [ik1(R rl + Qr/)], 

J.I~ = L :JL(ROiZOiri L SD~l' 
i 

(1.45) 

(1.46) 

(1.47) 

where the sub-subscript j denotes a particular ray 
of this type, and 

S = (1 - ei ',P)-l. (1.48) 

As for J.I~GD"'GD, we write 

DGD'''GD = '" =UDiUGfUDi UGiUD/ (1 49) 
J.I" - .L... v" 1 2 3 ••• " ,,+1, • 

i, It 

where the subscript on U denotes the position of 
this particular U in the product. 

The expression of UGi 's are given as 

U~i = -(R";)-!£liT12(f{J1f) 

X exp [ik1Rpi + ik2L1f - iB1f(t7r)], (1.50) 

U;f = -£xjR22 (f{Jz;) exp [ik2Lz/ - iBx /(!7r)], 

x = 2, 3, 4, .,. ,p, (1.51) 

U;:l = +'JrC"jT21 (f{J,,+1/) exp [ik1Q"J, (1.52) 

where BT is an operator defined by 

BT = 1, if LT has a causti~. and 
B T = 0, if LT has no caustic. 

(1.53) 
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Before giving any formula for UD
" we must under­

stand what the subscript of UDI means. Since 
~~GD'''D actually represents a chain of (p + 1) 
interactions, U~I of Uc;l is just the corresponding 
description for the xth interaction in the chain. 
Also we give the properties of ls+ and t,,_ as: 

t,,+ is the signed total distance traveled by the 
wave, which is the contribution of the incident 
wave above the line OS, in the (x + l)th 
interaction region. t,,_ is just the same as tz +, 

but is due to the contribution of the incident 
wave below the line OS. The sign of tz+ is 
defined to be positive if the wave is traveling 
clockwise, and negative if the wave is traveling 
counterclockwise. The sign of {._ is defined to 
be the negative of the sign of lz+' l", may not 
necessarily be a continuous single segment. 
Depending on the geometry of the cylinder, 
it may be a sum of several separate intervals. 

Now we have the following expressions: 

U~/ = - (Ro;r! £liDll.D12 

X exp [iklRoi + ik2Lli + iv.to;a-1 
- iB1/t1r)], 

(1.54) 
U~i = -£ .. ;[R22 (rp = !1r) + D12D21] 

X exp [ik2Lz/ + iv.t(,t-l)ja-1 
- iB"ICt1r)], 

x = 2, 3, 4, ... ,p, 

U~~l = S(Zp;)-! D ll .D21 

X exp [ik1ZP1 + iv,lp;a- I
]. 

(1.55) 

(1.56) 

When the cylinder boundary is noncircular but 
contains at least two circular segments of common 
center such that the diffracted rays from one segment 
hit the other segment, a special treatment similar 
to the case of circular cylinder is needed. A detailed 
discussion is given in Ref. 5. 

As we can see from above, all the parameters 
in question are functions of the frequency of oscilla­
tion of the source, the properties of the two media, 
the geometry of the scatterer, and the positions 
of the source and of the observer. Hence, if we know 
all about these, we can in principle construct the 
complete asymptotic solution of this particular 
problem. 

2. Case oj N < 1 

In this case we may have the fields of the rays 
of types, ~?,., ~?,., ~?;, ~?~, ~?;, ~~~, and ~~"'G only. 

6 Y. M. Chen, "Diffraction by a Smooth Transparent 
Object," dissertation for Ph.D. at New York University 
(June 1963). 

FIG. 6. For the case of N < 1, the reactions of a particular 
tube of rays are shown, and all the notations for the angles 
and distances are given. 

The disappearance of the mixed superscripts in p.., 

is due to the fact of nonintermixing between the 
geometric and the diffracted types of rays. For 
simplicity, we shall now use all the previous nota­
tions, and Fig. 6 serves as an illustration for simple 
ray tracing. 

By omitting the subscripts If +" and" - /' we have 

~? = m(Rif! exp [iktR i ], 

~? = 2: m(Rrir!:JflrjRII(rpr;) 

X exp [ik1(Rri + Q'i)]' 

.u~1 2: mS(Ro;,Z;,r1 D12.D2la 
; .-

X exp [ik1(Ro;. + Zj1) + iii,lila-I), 

~~2 = 2: mSD~la(Roj2Zj2)-' 
; .a 

X exp [ik t (Roj2 + Zj2) + iV.t;2a-1], 

~;G"'G = 2: mU~iU;j ... U;IU;~lI 
i 

where 

U?I = -£;;(RpT iT 12(rpli) 

(1.57) 

(1.58) 

(1.59) 

(1.60) 

(1.61) 

X exp [iklRpi + ik2Lli - iB1t(!1r»), (1.62) 

Uc;l = -£z;R22(rpZi) exp [ik2Lzl - iBz/tn-)], 

x = 2, 3, ... ,p, (1.63) 

U;~l = :JflPjT21 (rp,,+11) exp [ik1Q"J. (1.64) 

The necessary and sufficient conditions for construct­
ing the complete asymptotic solution are the same 
as in the case of N > 1. 

II. ASYMPTOTIC EXPANSION OF EXACT SOLUTION 

A. Introduction 

We consider the scattering by a penetrable circular 
cylinder of the wave from a time-harmonic line 
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source. As is well known the resulting fields can 
be expanded explicitly as infinite series of products 
of functions of the radial and angular variables. 
The entire difficulty in the study of these fields 
arises in the attempt to evaluate them when ka 
is large and to interpret them physically. This was 
recently done in part by Rubinow6 for the case 
of a plane wave incident upon a sphere. For a 
cylindrical wave incident upon a circular cylinder, 
evaluation was done in part by Beckmann and 
Franz.7 However, they evaluated explicitly only 
the field which corresponds to transmission with 
no internal reflection. 

We have reconsidered the case of the circular 
cylinder and have evaluated all the multiply 
reflected fields. In addition we have evaluated 
all the diffracted fields, which none of the above 
authors considered. We have also shown that the 
asymptotic form of each field-both multiply 
reflected and diffracted-agrees exactly with the 
corresponding field constructed by the simpler 
geometrical method in Part 1. We have also found 
that Rubinow's S-fold substitution is not necessary 
in the present problem. In addition we have found 
that the residue evaluation of both Rubinow, and 
Beckmann and Franz are incorrect. 

B. Exact Solution 

The field p,(r, Q) produced by a line source at 
(ro, 0) in the presence of a cylinder of radius a is 
defined to be the solution of the following equations: 

(\72 + k;)p, = - oCr - ro)o(Q)/r, r ~ a, (2.1) 

(2.2) 

(2.3) 

(\72 + k~)p, = 0, r ~ a, 

p,(a+, Q) = exp,(a-, Q), 

P,r(a+, Q) = (3P,r(a-, Q), (2.4) 

lim rl(p,r - iklP,) = O. (2.5) 

Here ex and (3 are given constants depending upon 
the two media. 

The unique solution of those equations, readily 
found by separation of variables, is 

'" 
p,(r, Q) = i L: ei ,Il(::I\O - P,::Ill), r ~ a, (2.6) 

where 

::110 = H~11(klr»J,(klr<), (2.7) 

::Ill = H~1l(klr»H~11(klr<). (2.8) 

• S. 1. Rubinow, Ann. Phys. (N. Y.) 14, 305 (1961). 
7 V. P. Beckmann and W. Franz, Z. Naturforsch. 12, 257 

(1957). 

In C2.6) we have used the notation r> = max Cr, ro), 
r < = min Cr, ro). The quantity P, is defined by 

P _ exJ.(k2a)J~(kla) - (3N J~(k2a)J,(kla) . (29) 
, - exJ,(k2a)H~1)'(kla) - (3N J~(k2a)H~1)(kla) . 

We shall find it useful to rewrite (2.6) by means 
of the Poisson summation formula as 

r ~ a, (2.10) 

To exhibit the physical interpretation of (2.10), 
we expand P, into a geometric series, 

P, = ~ {I - Je1[ Rll + TI2T21 . 

X ~ R~;\(Je2)"]} , (2.11) 

where 

Ru = -[ex log' H;21(k1a) - (3N log' H~21(k2a)] 

X [ex log' H~ll(kla) - (3N log' H~2)(k2a)r\ (2.12) 

R22 = -[ex log' H~ll(kla) - (3N log' H~1l(k2a)] 

X [ex log' H;1l(k1a) - (3N log' H;2l(k2a)r\ (2.13) 

exT12 = 1 + R Il , 

ex- 1T21 = 1 + R22 , 

log' H~j)(z) = H~j)'(z)/H~j)(z), j = 1,2, 

Je1 = H~21(kla)/H;I«kla), 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

Je2 = H~1l(k2a)/H;21(k2a). (2.18) 

By substituting (2.11) into (2.10) we obtain the 
result 

p,(r, Q) = ~ f 1'" d1'e i ,( 0+2 .... ) 
8 ,,--CD -co 

X {2::110 + [RllJe1 - 1]::111 + T12T21Jel 

X f R~;1(Je2)P::lll}' r ~ a, 0 ~ IQI ~ 271". 
,,-1 

(2.19a) 

By changing l' to -1' in (2.19a) and using the 
identities H':.!(z) = eiv"H~ll(z) and H~2!(Z) = 
e-"" H;2l (z), we can write (2.19a) as 

p.(r, Q) = ~ t 1'" ehI2 .. 0-.. 1- III 
8 n--ClO -co 

X {::Ill + e- i2 '''::112 - 2P -,::Ill} d1', 

r ;::: a, 0 ~ IQI ~ 271", (2. 19b) 
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where 
~12 = H~1)(klr»H~2'(klr<). (2.20) 

In order to enterchange the sums of the integrand 
of (2.19a) and (2.19b) and the integral sign, we 
have to deform the integration path in such a way 
that for v > k1r>, H~1) (klr <)H~l' (k 1r» decays 
faster than exponential function on the path. 
This can be accomplished by changing the integra­
tion path from the entire real axis to path C. Fig. 7 
shows schematically the position of the poles of the 
integrand of (2.10) as well as the paths of integration 
C and C1• 

With the restriction of 0 < 101 < 211', we can 
easily show that the arc Co gives no contribution 
to the integral by using representation (2.19a) for 
the terms with n ~ 0, and representation (2.19b) 
for the terms with n < O. Then we can write (2.19a) 
and (2.19b) as 

p.(r, a) = ~ (f 1 e,,[2 .. 0-.. ,- OJ 
8 .. __ '" c 

x {~11 + e-'2"'~12 - 2P -'~ll} dv 

+ i: 1 e"( 0+2 .... '{2~10 + [R l13C1 - 1]~11 
.. -0 C 

+ T 12T 213C1 i: R;;13C2~1l} dV) , 
.. -1 

r ~ a, 0 < 101 < 211'. (2.21) 

Since (2.21) is long and complicated, we shall write 
symbolically p.(r, a) = L:--", Ie in the rest of 
the text. 

The form (2.11) is introduced because Rl1 and 
T12 are, respectively, the reflection and transmission 
coefficients for the converging wave ei.oH~2' (klr) 
incident upon the cylinder surface from outside. 
Similarly R22 and T 21 are the corresponding co­
efficients for the diverging wave ei.fJH~1) (k2r) 
incident upon the interface from inside. The ratio 
H!1)(k2a)/H~2'(k2a) gives the phase shift factor 
e -ii" when the transmitted wave passes through 
the axis, which is a caustic. Therefore the various 
terms in (2.11) have obvious physical meanings 
which we shall explain further below. 

The first term in the integrand in (2.21) represents 
the incident wave P.I and the next term represents 
the wave p.r.-! externally reflected from the cylinder 
in lit region and negative of incident wave in the 
shadow region. The pth term in the sum, which we 
shall denote by p.,., represents a wave transmitted 
into the cylinder, reflected p = 1 times internally 
from the interface, having passed p times through 
the cylinder, and finally transmitted out into the 
surrounding medium. This interpretation will be 

, 
! 

FIG. 7. This figure shows schematically the positions ~ of 
the poles of the integrand of (2.9) as well as the path of 
integration C in the v-plane. 

borne out when the various terms are expanded 
asymptotically for short wavelength and the results 
compared with the predictions of geometrical optics. 

C. Geometric Optics Field 

The scattered wave can be decomposed into a 
geometric optics field, denoted by superscript G, 
and a diffracted field, denoted by superscript D. 
The criterion for the proper identification of the 
geometric optics field from (2.21) is the existence 
of real saddle points VOl (j = 1, 2, ... ) such that 
o < Ivo;1 < k1r <. 

In the following discussion, we shall discuss the 
case N > 1 in great detail. For simplicity, the k's 
are restricted to be real. As for the case N < 1, 
when the incident angle cp(r>, r <, a) is smaller than 
the angle of total reflection, the solutions have the 
same forms as in the case N > 1, except that the 
solutions of the saddle-point equations are changed. 
If cp is larger than or equal to the angle of total 
reflection, then p.~ and p.~ have the same form as 
in the case N > 1, but the p.;'s vanish. 

We will now evaluate each term of (2.21) asymp­
totically in kl and k2• Since it is found that the main 
contribution of the integrals comes from the range 
in which IRe vi < k1r <, it suffices to use the Debye 
asymptotic forms, given in Appendix I, for H!l, (k1r» 
and H;1)(k1r<). 

1. Incident and Externally Reflected Fields 
The incident field p.j, as is well known, is given by 

p.,(r, a) f'"o,J m(Rjr1eik,RI. (2.22) 

The above result can also be obtained by evaluating 
the integral of the first term in (2.21) asymptotically 
by the saddle-point method. We proceed by rewriting 
the first term of (2.21) as 

p.,(r, a) f'"o,J ~ .. t", [1 ei
.( 0+2 .... '~11 dv 

+ 1 ei.(n+2 .... '~12 dV] ,r ~ a, 0 < 101 < 211'. (2.23) 
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FIG. 8. The regions of validity of Eqs. (2.24) and (2.25) 
a~e shown, and the geometrical interpretation of Jlo/kl is 
gIven here. 

After using the proper asymptotic forms in (2.23) 
and evaluating the resulting integral by the saddle­
point method, we obtain Eq. (2.22). We have 
investigated each term in the infinite series of (2.23) 
and found that only the term with n = 0 has a 
real saddle point. The corresponding saddle-point 
equations for the first and second integrals of (2.23), 
respectively, are 

cos- I (po/klr» + cos- I (po/klr <) = 0, (2.24) 

cos- I (po/klr» - cos- I (po/klr<) = O. (2.25) 

It is found that Eq. (2.24) has a real nonzero 
solution only in the unshaded region, and Eq. (2.25) 
has a real nonzero solution only in the shaded region 
of Fig. (2.2). The geometrical interpretation of 
po/kl is given in Fig. 8. The positive solutions 
of both (2.24) and (2.25) correspond to the field 
points above the line OS. The negative solutions 
of those equations correspond to the field points 
below the line OS. 

We now consider 

p.r._I(r, 0) ,....., ~ .. too 1 ei
.( D+2""'[RllX I - 1]311 dp, 

r 2: a, 0 < 101 < 211". (2.26) 

We first notice that the second term in the integrand 
of (2.26) is the negative of the first term in the 
integrand of (2.23); hence they cancel each other 
at all times. After using the correct asymptotic 
forms in the first term in the integrand of (2.26) 
and trying to evaluate it by the saddle-point method, 
we find that there are possible two real saddle 
points. One falls in the range 0 < /v/ < kia, and 
one falls in the range kla < /v/ < klr <. 

For the case of the saddle point Po, such that 
kla < /vo/ < klr<, we have H~I'(kla)""'" _H~2'(kla), 
and then RllX I ,....., 1. Therefore this contribution 
of the first integral of (2.26) gives the incident 

field only in the intersection of the unshaded area 
of Fig. 8 and the lit region (excluding the geometric 
shadow line). 

For the case of the saddle point Po which lies 
in the range of 0 < /po/ < kia, it gives the contribu­
tion to the external reflected field. Here we have 
used the Debye asymptotic forms for all of the 
Hankel functions in (2.26). The saddle-point equa­
tion of a typical term in the infinite series of (2.26) is 

cos-1 ~ + cos-I ~ 
klro klr 

- 2 cos- I ~ = n + 2m. 
kla 

(2.27) 

It is found that, only for n = 0 and the field point 
lying in the lit region above the line OS, can (2.27) 
have a positive real solution, and only for n = -1 
and the field point lying in the lit region below the 
line OS can (2.27) have a negative real solution. 
The geometrical interpretation of (2.27) is given 
in Fig. 8. The solution of (2.27), if written as a 
function of the physical angle ip = ip(r, ro, 0), is 

(2.28) 

By substituting (2.28) into (2.27), one obtains the 
relation between nand ip as 

211" ~ n = 2ip - sin- I [(a/ro) sin ip] 

- sin -I [(air) sin ip]. (2.29) 

It is remarkable that (2.29) agrees exactly with 
the relation between 0 and ip obtained by geometric 
means as equation (1.24) of Sec. A, Part I. Finally, 
the asymptotic expression for p.~(r, 0) is given 
by (1.7). 

Franz and Beckmann8 have given an analysis 
similar to that above. 

2. pth Transmitted Fields 

For the pth transmitted field, we have to evaluate 
asymptotically the following equation by the saddle­
point method: 

p. (r 0) ~ f f 1 ei
.( 0+2 .... '3 T T RP-Ix x P d p, - 8 " ... -co c 11 12 21 22 1 2 11, 

o < /n/ < 2?l", r 2: a, p = 2, 3, 4, ... (2.30) 

The saddle-point equation is found to be 

(2.31) 

8 W. 1!'ranz and V. P. Beckmann, IRE Trans. Antennas 
PropagatlOn 4,203 (956). ' 
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As in the previous cases, the relation between 110 

and rp is given by (2.28). Also the positive solutions 
give the contributions of the incident field above 
the line OS of Fig. 8, and the negative solutions 
give the contributions of the incident field below 
the line OS. By sUbstituting (2.28) into (2.31), 
we have 

211"M; + n = 2rp + p(1I" - 28) 
211"M; - n 

• -1 (a. ) . -1 (a. ) - sm ;: sm rp - sm r;; sm rp , (2.32) 

where sin 8 = (liN) sin rp. Equation (2.32) has 
solutions only if M: and M~ are properly chosen 
such that (2.32) is identical with the relation 
between nand rp obtained by geometric construc­
tion. Since the "n" in (2.31) is any integer, we find 
that the s-fold substitution of Rubinow6 is not 
necessary in the present problem. 

The typical form of contribution from any saddle­
point 110/ can be easily derived as (1.10). Beckmann 
and Franz7 have given a similar analysis for p = 1 only. 

D. Diffracted Field 

Any integral in (2.21) which does not have a 
real saddle point may still be evaluated by the 
method of residues. After evaluating them asymp­
totically, we shall find that all of these integrals 
give contributions to the diffracted field. We shall 
discuss the case N > 1 in great detail here. As for 
the case N < 1, although the situation is more 
complicated, the same approach will work. A sequel 
of this paper will deal with it. 

It is easy to see that iJ.r(r, 0) has simple poles 
in the integrand and iJ.l'(r, 0) has poles of (p + 1) 
order. The positions of the poles of all the integrals 
are determined by (1.44). The approximate positions 
of the roots II. of (1.44) in the upper complex v-plane 
are 

we shall introduce two equivalent representations 
of the integrals before proceeding to evaluate them: 

( n) i 1 ;( D+2"")'/"f T T Rl'-l"" ""p .1-. iJ.1'. r," = 8- e "'11 12 21 22 (1\.1"'-1!W, 
C, 

o < 101 < 211", r ~ a, (2.35) 

and 

( n) i J i[(1'-,,)2 .. -0[. T T Rl'-1 "nfJ d ILl'. r," = -8 e :J11 12 21 22 Xl'1\..! V, 
C, 

o < 101211", r ~ a. (2.36) 
Also, 

( n) i f +i( 0+2"")'/"f [R ITt> 1] d ILr. r," = -8 e "'11 11"'-1 - II, 
C, 

o < 101 < 211", r ~ a (2.37) 

is equivalent to 

( n) = !. f -;( 0+2"")'/"f [R "" _ i2 .. ,] d IL .. r, •• 8 e "'11 11"'-1 e II, 
C, 

o < 101 < 211", r ~ a. (2.38) 

The above representations are the same representa­
tions of (2.19) which serve as mathematical tricks 
for closing the integration path in the upper II-plane 
(Fig. 7). However, it is more than just a trick, 
because the criterion of choosing a particular rep­
resentation has a definite physical meaning which 
will be seen later. 

In evaluating ILr.(r, 0) we replace H~ll (klr <), 
H~I)(klr», H~1l(k2a), and H~2)(k2a) by their 
Debye asymptotic forms, and replace H~ll(kla) 
and H~2) (kla) by their Airy function asymptotic 
forms (Appendix I). After evaluating them by the 
method of residues and neglecting all the terms of 
O[1/k1a(N2 

- 1)i], we obtain from (2.37) and (2.38), 
respectively, the following: 

IL~.(r, 0) rv L m,D~h(f)f)ot! exp [ik1(f) + f)o) . 
+ ill.Wo+], r> a, 0 < 101 < 211", N> 1, (2.39) 

(2.33) D.(r, 0) ::::: L m,D~le(f)f)ot! exp [ik 1(f> + f>o) 

where q. is a number determined by the following 
equation: 

e-ti .. (JL)t A'(q.) 
N > 1, k

1
a A(q.) 

= i ~ N[ 1 - (;:aYT, (2.34) 

and A(z) is the Airy function. 
For the convenience of physical interpretation, 

+ iv.wo_], r> a, 0 < 101 < 211", N> 1, (2.40) 

where D~h is given by (1.42). The criterion of 
choosing Eq. (2.39) or (2.40) is: For fixed 0, r, 
ro, a, n, (2.39) is used if and only if Wo+ ~ 0, and 
(2.40) is used if and only if Wo_ ~ O. They are 
mutually exclusive. 

In this particular case, the choice is simple. 
When the field point lies in the geometric shadow 
region, (2.39) is used for n = 0, 1, 2, ... , and 
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(2.40) is used for n = -1, -2, .... For the field 
point situated in the upper lit region, (2.39) is 
used for n = 1, 2, ... , and (2.40) is used for n = 
-1, -2, -3, ... ; for the field point situated 
in the lower lit region, (2.39)isusedforn=0, 1,2"", 
and (2.40) is used for n = -2, -3, -4, .... The 
missing terms in the above give the geometric optics 
field in different lit regions as had been discussed 
in Sec. C. 

The above criterion is so chosen that (2.39) and 
(2.40) have direct physical interpretations. (2.39) 
represents the portion of incident wave which hits 
the upper surface of the cylinder tangentially. It 
decays exponentially while traveling clockwise along 
the interface an angular distance Wo+ on the side 
of medium 1, and then leaves the surface tangentially 
toward the observing point. Equation (2.40) rep­
resents the portion of incident wave which hits the 
lower surface of the cylinder tangentially. It decays 
exponentially while traveling counter-clockwise 
along the interface an angular distance Wo- on the side 
of medium 1, and then leaves the surface tangentially 
towards the field point. Therefore, all the criteria 
do is to make sure that the angular distances are 
positive in both cases. The physical distances and 
angles are shown in Fig. 3. 

Now we proceed to evaluate (2.35) and (2.36) by 
the method of residues (see Appendix II). By using 
the same kind of asymptotic forms for Hankel 
functions as before and neglecting the terms of 
O[I/k 1a(N2 

- l)i], we obtain (1.32), (1.33), (1.39), 
(1.40), (1.41), and (1.42). 

APPENDIX I 

Debye asymptotic forms for large argument and 
index, with JI < x, are 

H~J)(x) ,..., (!7rX sin rrie·Z(8inT-T 008 Tl-i·r == F(x), 

H~2)(X) ,..., (!7rX sin rrie-·Z(linT-T oOIT)+i·r == G(x), 

(a/ax)H~I)(X) ,..., i sin rF(x), 

(a;ax)H~2)(x) ,..., -i sin rG(x), 

where r = cos-1 (v/x). For argument and index 
both large, and v ~ x, we have the Airy function 
representations for the Hankel functions as 

H~J)(x) ,..., (2/7r)yA(q), 

H~2)(X) '" (2/7r)zA(t), 

H~J),(x) '" -(2/7r)y2A'(q), 

H~2)'(X) '" -(2/7r)IA'(t), 

(a/av)H~J) (x) '" (2/7r)y2 A'(q), 

and 

(a/av)H~2)(X) ,..., (2/tr)1 A'(t), 

(a/av)H~J) '(x) ,..., (2/7r) (y8/3) qA (q), 

(a/av)H~2)'(x) '" (2/7r)(i/3)tA(t), 
where 

and 
q = y(v - x), t = z(v - x). 

APPENDIX II 

Theorem. Let g(z) be an analytic function of z 
with simple zeros at z, and let fez) be an analytic 
function of z with no zeros at z,. Then 

F(z) = f(z)/[g(z)]\ h = 1, 2, 3, ... , n 

has the hth-order poles at z,' and the residue of 
F(z) at z, is 

R, = (h ~ I)! (::~~l {f(Z)~:(~/.)~}) L., . 
For convenience, we carry out the differentiation 

in R, and obtain the following: for h = 2, 

R _ 1 {af(z) _ f(z)[a2g(z)/at]}I 
' - [(a/az)g(z)]2 az ag(z)/az ._.,' 

for h = 3, 

{

a2f(Z) 3 af(z) a
2
g(z) 

R _ 1 ___ az at 
,- [ag(z)J3 al ag(z) 

2 az az 

a3 

(z) [a2 J2} fez) + 3f(z) iJZ2 g(z) 

- ag(z) + [a J2 ' -a- - g(z) 
z az 1-', 

for h = 4, 

{ 

6 a2f(z) a2g(z) 
1 a3f(z) az2 at 

R, = [ag(z)J4 ai - ag(z) 
6 az az 

4 af(z) a
3
g(z) 15 at(z) [a2g(z)J2 

az a
3
z + az az2 

ag(z) [a2 J2 
az at g(z) 

f(Z)~ 
ag(z) 

az 

10 fez) ~ ~ _ 15 f(Z{~ g(z) T} 
+ [ag(z)]2 [~ g(Z)]3 

az aZ '-" 

Both Rubinow6 and Beckmann and Franz7 have 
given the residue formula incorrectly for h > 1, 
retaining only the first term in the expanded form 
C?f R,. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 5. NUMBER 6 JUNE 1964 

Generalizations of the Jost Functions 

H. E. MOSES 

Lincoln Laboratory,· Massachusetts Institute of Technology, Lexington, Massachusetts 
(Received 20 January 1964) 

The Jost functions have proved valuable in the study of the analytic properties of the scattering 
phase for the radial SchrOdinger equation. In the present paper we shall present an alternative defini­
tion of the Jost functions, prove the equivalence of the new definition to the usual one, and generalize 
the new definition to the one-dimensional SchrOdinger equation ( - <Xl <x < <Xl ), the three-dimensional 
nonseparated SchrOdinger equation, and the three-dimensional nonseparated Dirac equation. It is 
hoped that these generalizations lead to a better understanding of the analytic properties of the 
scattering operator for these and related dynamical systems. The generalized Jost functions are 
shown to be operators in the variables which label the degeneracy of the continuous spectrum of the 
Hamiltonians which are considered. 

1. INTRODUCTION 

LET us consider the radial equation for zero 
angular momentum. 

(-d2/dr2)1/I(r I k) + V(r)1/I(r I k) = k2 1/1(r I k). (1.1) 

For uses in the quantum mechanical theory of 
scattering one wishes solutions of (1.1) which satisfy 
the boundary conditions 

1/1(0 I k) = O. (1.2) 

Such solutions constitute the eigenfunctions of the 
operator _d2/dr2 + VCr) corresponding to the 
eigenvalue e. 

Usually a second boundary condition is given to 
specify the solutions of (1.1) uniquely, namely 
(d/dr) 1/1(0 I k) is prescribed-usually to be 1. We 
shall find it convenient to make another choice for 
this boundary condition later. 

If VCr) dies down sufficiently rapidly as r becomes 
large, the solutions of (1.1) which satisfy (1.2) will 
have the asymptotic form 

lim 1/I(r I k) = A(k) sin [kr + c5(k)] , (1.3) 

where A(k) is a generally complex function of k 
which depends upon our choice of boundary con­
dition for the derivative of 1/I(r I k) with respect 
to r at r = 0, and We) is a real function of k called 
the phase shift. 

The scattering operator S (k) is defined in terms 
of 6(k) by 

The J ost functions were introduced in the follow­
ing way1: We look for solutions of (1.1) which we 

• Operated with support from the U. S. Advanced Re­
search Projects Agency. 

1 R. Jost, Helv. Phys. Acta 20, 256 (1947). 

shall denote f(k, r) which satisfy instead of the 
boundary condition (1.2), the condition 

lim e1krf(k, r) = 1. (1.4) 

The Jost function f(k) is then defined by 

f(k) = f(k, 0). (1.5) 

It is shown in Ref. 1 that 

S(k) = f(k)/f( -k) (1.6) 

and that 

f( -k) = f*(k). (1.7) 

The analytic properties of the function f(k) thus 
determines the analytic properties of the scattering 
operator S(k). 

J ost functions were defined for scattering opera­
tors associated with higher angular momenta in 
Ref. 2. 

The J ost functions have been of great importance 
in obtaining the scattering potential from the scatter­
ing phase. Generalizations of the Jost functions have 
been given in this connection for other radial equa­
tions or systems of radial equations.a A summary 
of such generalizations and a bibliography are given 
in Ref. 4. These generalizations are all characterized 
by the introduction of functions analogous to f(k, r). 

In the present paper we propose another definition 
of the Jost functions which can be applied to more 
general dynamical systems in which the interaction 
vanishes for large distances. We shall make our 
definition in terms of the time-dependent description 
of scattering. When applied to the radial equation 

2 R. Jost and W. Kohn, Kg!. Danske Videnskab. Selskab, 
Mat. Fys. Medd. 27, No.9 (1953). 

a R. G. Newton and R. Jost, Nuovo Cimento 1, 590 (1955). 
'L. D. Faddeyev (transl. by B. Seckler), J. Math. Phye. 4, 

72 (1963). 
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(1.1), we will be led to the same results obtained 
previously. 

The new definition will enable us to give the gener­
alization of the J ost function to the case of the one­
dimensional Schrodinger equation, (- 00 < x < 00) 
the three-dimensional nonseparated Schrodinger 
equation and the three-dimensional nonseparated 
Dirac equation. In these cases our definition obviates 
the need to introduce functions of the form t(k, r), 
and hence the need to introduce phases or separation 
of variables to obtain a radial coordinate. 

It should be mentioned that the author, together 
with Kay, already obtained the generalization of 
the J ost functions for the one-dimensional and three­
dimensional Schrodinger equation in Ref. 5 in con­
nection with the problem of obtaining scattering po­
tentials from the scattering operator. However, the 
connection with the original Jost definition was not 
shown, and also the emphasis upon particular in­
verse scattering problems in Ref. 5 obscures the 
generalization of the Jost function. The case of the 
unseparated three-dimensional Dirac equation which 
is given in the present paper has not been published 
previously. 

We now give the general definition of J ost 
functions. 

Let us consider a Hamiltonian operator 

H = H o + V, (1.8) 

where H ° is the unperturbed Hamiltonian which we 
shall assume has a purely continuous spectrum. We 
shall assume that the spectrum of H has a continuous 
spectrum which coincides with that of Ho and pos­
sible point eigenvalues.s 

Let us denote the eigenfunctions of H ° by 1/to(X I E, a) 
where a denotes the degeneracy of the spectrum of 
H 0. It could, for example, denote the direction of 
momentum in the three-dimensional cases and in­
cludes other variables. The variable x is used to 
denote collectively all the variables needed to specify 
coordinate representation. Then 

however, two sets which are useful for solving the 
time-dependent Schrodinger equation. We shall de­
note them by 1/;-(x I E, a) and 1/;+(x I E, a). These 
functions are defined by 

H1/;:(x I E, a) = E1/;:(x I E, a), 

,~ elE·'e-iHI f da. J dE1/;_(x IE, a)f(E, a) 

= f da. f dE 1/;0 (x IE, a)t(E, a), 

lim eiH·'e-lEl fda. f dE1/;+(x IE, a)t(E, a) 
'-*+(0 

= f da f dE1/;o(x IE, a)f(E, a), 

(1.9a) 

(1.10) 

(1.11) 

where teE, a) is any quadratically integrable func­
tion of its arguments. (The integration over a is 
to be replaced by summation for discrete values of a.) 

Hence 1/;: are obtained from the solution of initial­
or final-value problems.7 Still another way of specify­
ing the eigenfunctions of H corresponding to the 
continuous spectrum is to use boundary conditions 
on the eigenfunctions. 

We shall assume, as is usually done, that the 
perturbation V is a function of a coordinates such 
that, when some become sufficiently large, V ap­
proaches zero. In the simplest cases these coordinates 
are the entire set of coordinates as in ordinary po­
tential scattering. But in more complicated cases 
such as the scattering of an electron by an atom, 
only the coordinates which enter the electron-atom 
interaction are considered. We shall call such co­
ordinates the interaction coordinates. 

We wish now to define the set of eigenfunctions 
1/;(x I E, a) by the boundary condition 

I!~ f da. f dE1/;(x IE, a)t(E, a) 

= lim f da f dE1/;o(x IE, a)t(E, a), 
Izl-Q) 

(1.12) 

H o1/;o(x I E, a) = E1/;o(x I E, a). (1.9) and, of course, also satisfy 

The eigenfunctions of H which correspond to the 
continuous spectrum are not unique. There are, 

• 1. Kay and H. E. Moses, Part I, Nuovo Cimento 2, 917 
(1955); Part II, ibid. 3, 66 (1956); Part III, ibid. 3, 276; 
Part IV, ibid. Supp!. 5, 230 (1957); Part V, ibid. 22, 689 
(1961 ). 

8 These restrictions on the spectra of the Hamiltonians 
are usual for nonrelativistic problems, but are somewhat 
severe in the case of relativistic problems where the energy 
gap may be changed by the perturbation. These restrictions 
may be relaxed but they lead to a somewhat more complicated 
formalism which we wish to avoid in this exposition. 

H1/;(x I E, a) = E1/;(x I E, a). (1.9b) 

The limit in (1.12) is the limit as the interaction 
coordinates approach infinity in a range of directions 
sufficiently large so that (1.12) determines all 
1/;(x I E, a) for all E and a. 

One may ask the question whether a solution of 
the differential equation (1.9b) really can be found 

7 In the usual treatments of scattering theory, the minus 
and plus subscripts on 1/!: are reversed in the defining equa­
tions. We adhere to the conventions of Ref. 5. 
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which satisfied the boundary condition (1.12) . We 
shall show that this is possible for" realistic" prob­
lems, i.e., those in which we have not separated 
variables. For the radial equation, condition (1.12) 
cannot be used to give a solution of (1.9b) because 
the eigenfunction 1/10 and 1/1 both must be zero for 
r = O. Since (1.3) holds for all solutions of the radial 
equation, we see that this requirement is too severe 
in general. 

Hence, for the radial equation we replace the 
boundary condition (1.12) by another boundary 
condition, namely that as r -7 0, f dE 1/I(r I E)f(E) 
approaches in value f dE 1/Io(r I E)f(E) as closely 
as possible. (a does not appear because the radial 
equation has no degeneracy. We have replaced the 
coordinate variable x by r.) This requirement is 
equivalent to the requirement 

= J da J da' J dE1/Io(x IE, a)SE(a I a')f(E, a'). 

(2.1) 

The inverse of the scattering operator will be de­
noted by Sil(a I a'). It satisfied the relation 

J da'Sil(a I a')SE(a' I a") = o(a, a") 

where o(a, a') is a Dirac or Kronecker 0 function, 
depending upon whether a is continuous or discrete. 

Since the scattering operator is unitary, it satisfied 
the relation 

S}/(a I a') = S*(a' I a), (2.3) 

where the asterisk means complex conjugate. 1/1(0 I E) = 1/10(0 ! E) = 0, 

1/1'(0 IE) = 1/I~(0 I E), 
(1. 12a) The inverse of the scattering operator can also 

where the prime means derivative with respect to r. 
One might wish to have all derivatives of the per­
turbed and unperturbed eigenfunctions to equal to 
each other at r = O. But this requirement can be 
fulfilled only if VCr) = 0, and thus (1.12a) is as 
severe as we can make our conditions generally. 

Thus we have defined the sets of eigenfunctions 
1/I-(x I E, a), 1/I+(x I E, a) and 1/I(x I E, a). Since each 
set of eigenfunctions spans the same portion of 
Hilbert space, each eigenfunction must be a linear 
combination of the others over the degeneracy vari­
able a. We define the integral operators (which will 
be matrices if a takes on discrete values) 

1/I(x I E, a) = J da'1/I_(x IE, a')p--E(a' I a) 

= J da' 1/1 + (x IE, a')P-+E(a' I a). (1.13) 

We maintain that the kernel p-+E(a I a') is the gener­
alization of the Jost function f(k) and p--E(a I a') 
is the generalization of f( -k). Indeed, we show in 
Sec. 3 that, for the radial equation, P-+ E = f(EI). 

2. SOME FORMULAS FROM SCATTERING THEORY 

We find some results from the formal theory of 
scattering useful. Weare essentially summarizing 
the formulas in Part I of Ref. 5. 

The scattering operator SH(a I a') is defined by 

lim eiHole-iH. J da J dE1/I_(x IE, ti)f(E, a) 
f_+C:O 

be obtained from the asymptotic time limit 

,~~" eiHole-iHI J da J dE1/I+(x IE, a)f(E, a) 

= J do: J do:' J dE 1/10 (x IE, a)Sil(a I a')f(E, a'). 

(2.4) 

The scattering operator and its inverse are re­
lated to 1/1_ and 1/1+ as follows: 

SE(a I a') = o(a, a') 

- 27ri J dx1/l~(x IE, a)V(x)1/I-(x I E, a'), (2.4a) 

Sil(a I a') = o(a, a') 

+ 27ri J dx1/l~(x IE, a)V(x)1/I+(x I E, a'). (2.4b) 

In (2.4a) and (2.4b) the integration over x is to 
represent integration over all the variables in co­
ordinate space and includes summation over spinor 
indices in the relativistic case. Also, Vex) in the 
relativistic case is a matrix in the spinor indices. 

Another expression for the scattering operator is 

SE(a I a') = J dx1/lHx IE, a)1/I-(x I E, a'). 

From (2.5) and (1.13) we obtain 

SH(a I a') = J da" p-+E(a I a")p-:~(a" I a'), 

(2.5) 

(2.6) 

where p-:1 is the kernel of the inverse of the operator 
whose kernel is P-- B' 
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Equation (2.6) is the generalization of Jost's re­
lation (1.6). 

The eigenfunctions 1/1- and 1/1+ satisfy integral 
equations of the form 

1/I-(x I E, a) = 1/Io(x I E, a) 

(2.7a) 

where 

G+B(r I r') = -(l/k)['l(r - r') sin kr'e-·1r 

+ 'l(r' - r)e- ikr
' sin krJ. 

In (3.4), 

and 'lex) is the Heaviside function 

(3.4) 

+ J dx'G-B(x I x')V(x')1/I_(x' I (e, a), 

1/I+(x I E, a) = 1/Io(x I E, a) 

+ J dx'G+B(x I x')V(x')1/I+(x' I E, a), 

'lex) = 1 for x > 0, 'lex) = 0 for x < o. 
(2.7b) Now JI.+B is defined by 

(3.4a) 

where G_ B and G+ B are Green's functions which are 
given by the following: 

G-l£(X I x') = l.~ J 00' J dE'1/Io(x I E', a') 

X E _ i, + iE 1/I~(x' I E', a'), (2.8a) 

G +B(x I x') = lim fda' J dE'1/Io(x I E', a') 
.~o 

(3.5) 

where 1/I(r I E) satisfies the boundary conditions 
(1.12a). On letting r = 0 in (3.5), the first of the 
boundary conditions (1.12a) leads to the trivial 
identity 0 = O. However, when one takes derivatives 
with respect to r in (3.5) and uses the second bound­
ary condition of (1.12a) one obtains the following 
expression for JI.+: 

(3.6) 

X E i, . 1/It(x' I E', a'). 
- - 'l,E 

(2.8b) Now let us consider the solution g(k, r) of the 

3. THE RADIAL EQUATION FOR ZERO ANGULAR 
MOMENTUM. IDENTIFICATION OF THE JOST 

FUNCTION 

In the present section we show that in the case 
of the radial equation for zero angular momentum 
the function JI.+ E is identical to the J ost function 
f(k) where k = Ef. A similar proof can be used to 
show JI.-B = f( -k). 

The eigenstates 1/Io(r I E) are given by 

1/Io(r I E) = (2/11-)+ sin (Efr). (3.1) 

following integral equation: 

(k) 1 -'kr 
g ,r = (2,"-)1 e 

+ La> dr'G+B(r I r')V(r')g(k, r'), (k = W). (3.7) 

It can be shown that g(k, r) satisfies Eq. (1.1) with 
the boundary conditions 

1· 'kr (k) 1 1 1a> d ' 
r~~ e g ,r = (211-)i - Ie 0 r 

X sin kr'V(r')g(k, r'), 

g(k,O) = 1/(2'lri. 

(3.Sa) 

(3.Sb) 
These eigenfunctions span the Hilbert space of func­
tion \O(r) such that \0(0) = 0 and they satisfy the 
Schrodinger equation From (3.8a) and (1.4) it is seen that the Jost func­

(3.2) tion f(k, r) is given by 
H01/l0(r IE) = E1/Io(r IE) 

where 

(0 < E < ex», 

Ho = -d2/dr2
• 

The eigenfunctions 1/1+ (r I E) of H where 

H = Ho + VCr) 

are given by 

1/I+(r I E) = 1/Io(r I E) 

+ La> dr'G+B(r I r')V(r')lh(r' I E), 

f(k, r) = g(k, r) 

(3.2a) X L2!)t - ~ ia> sin kr'V(r')g(k, r') dr'll. (3.9) 

(3.3) 

Hence, since f(k) = f(k, 0), we have as an expression 
for the Jost function on using (3.8b) 

f(k) = (;Y{ (;yk - 2 ia> dr' 

X sin kr'V(r')g(k, r')r1
• 

We shall now show that 

(3.10) 
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21'" drV(r) sin krg(k, r) 

= L'" drV(r)e- ikr 1/;+(r I E). (3.11) 

From this equation it follows from (3.10) and (3.6) 
that 1L+1!1 = f(k), which we wished to prove. 

The proof makes use of a reciprocity theorem of 
the type used in variational calculations for scatter­
ing operators. Consider the equations 

a = Ky, a' = Ky', (3.12) 

where a and a' are known vectors, y and y' are un­
known vectors, and K is a symmetric operator. One 
can easily prove that 

(a, y') = (a', y), (3.13) 

where (a, b) denotes the real inner product of two 
vectors. We shall rewrite Eqs. (3.3) and (3.7) in a 
form resembling (3.12): 

(~rV(r) sin kr = ED dr'[V(r)5(r - r') 

+ V(r)G+1!1(r I r')V(r')]1/;+(r' I E), (3.3a) 

1 . ('" 
(211'), V(r)e-·.Ior = J

o 
dr'[V(r)5(r - r') 

+ V(r)G+R(r I r')V(r')]g(k, r'). (3.7a) 

Let us make the identifications 

y ~ 1/;+(r I E), y' ~ g(k, r), 

K ~ [V(r)5(r - r') + V(r)G+R(r I r')V(r')]. 

Then (3.11) is a consequence of (3.13). 

4. THE ONE-DIMENSIONAL SCHRODINGER 
EQUATION 

We now give the functions 1L+B(a I a') and 
"'-B(a I a') for the one-dimensional Schrodinger 
equation. The Hamiltonian has the form 

H = Ho + V(X) , (4.1a) 

where 

Ho = _d2/dx 2 (-00 <X< (0). (4.1b) 

Unlike the radial equation, the SchrOdinger equa­
tion has a degenerate continuous spectrum. Despite 
this complication, the treatment of the one-dimen­
sional problem has certain simplicities, because, 
rather than having to use boundary conditions at 
the origin, we use boundary conditions for Ixl ~ 00. 

The eigenfunctions of Hoare given by 

1/;o(x I E, a) = [(E)-t/2'11"i]e'aRI." (4.2) 

where a represents the direction of the momentum 
and can equal + 1 or -1. The value of the eigen­
value E is in the range 0 < E < 00. These eigen­
functions satisfy the orthonormality and complete­
ness relations 

i:'" dx1/;~(x IE, a)1/;o(x I E', a') 

= 5(E - E')5(a, a'), 

L: f'D dE1/;"b(x IE, a)1/;o(x' I E, a) 
a Jo 

= 5(x - x'). 

(4.3a) 

(4.3b) 

The eigenfunctions of H which we have denoted 
by 1/;+ and 1/;- satisfy the integral equations (2.7b) 
and (2.7a), respectively, where the range of inte­
gration of x' is from - 00 to + 00. The Green's 
functions G+1!1(x I x') and G-R(x I x') are given by 

G+B(x I x') = (i/2k)e-ik'.,-." I , (4.4a) 

G-R(x I x') = _(i/2k)eikl.,-." I , (4.4b) 

where k = Ei. 
From (2.7a) and (2.7b), the explicit forms of 

G+ B and G- B, and (2.4a) and (2.4b) we can show 
that 

lim 1/;-(x I E, a) = 1/;o(x I E, a) 
...... :1::00 

+ 1/;o(x IE, ±l)[SB(±l I a) - 5(±1, a)], (4.5a) 

lim 1/;+(x I E, a) = 1/;o(x I E, a) 

+ 1/;o(x IE, =F1)[S;1(=F1 I a) - 5(=F1, a)]. (4.5b) 

The eigenfunction of H which we denote by 
1/;(x I E, a) will be required to satisfy the boundary 
condition 

lim 1/;(x I E, a) = 1/;o(x I E, ex). (4.6) 

If Eq. (4.6) leads to a unique function 1/;(x I E, a), 
then the boundary condition (1.12) is also satisfied, 
which is our general requirement for defining 
1/;(x I E, a). 

For convenience we shall find J.I.:~ and IL~ rather 
than J.I.-B and J.I.+R themselves. 

Then the first of Eqs. (1.13) leads to 

E 1/;(x I E, a')IL=~(a' I a) = 1/;-(x I E, a). (4.7) 
a' 

In (4.7) we let x approach - 00 and use (4.5a) 
and (4.6), 
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E !/to(x I E, ex')~:1(ex' I ex) = !/to(x I E, ex) 
a' 

These eigenfunctions satisfy the completeness and 
orthonormality relations 

+ !/to(x IE, -l)[SE(-l I ex) - ~(-1, ex)]. (4.8) 

Since the eigenfunctions !/to(x I E, ex) for different J dx!/t~(x IE, B, cp)!/to(x IE', B', cpl) 
values of ex are linearly independent, we obtain 

~:~(1 11) = 1, ~:~(1 I -1) = 0, 

~:~(-1 [I) = SE(-l 1+1), 

~:~(-1 I -1) = SE(-l I -1). 

We can obtain ~;; similarly: 

(4.9) 

~:~(1 [I) = S;/(l 11), ~:~(-1 11) = 0, 

~:~(1 I -1) = SEl(l I -1), ~:~(-1 I -1) = l. 
(4.10) 

Unlike the situation for the radial equation, the 
kernels ~;lr are related directly to the matrix ele­
ments of the scattering operator and its inverse. 

Also unlike the situation for the radial equation is 
the fact that these kernels are not altogether unique. 
We might equally well have chosen !/t(x [ E, ex) using 
the boundary condition limz_+", if;(x I E, ex) = 
!/to(x I E, ex). Then the kernels ~;i obtained from 
such a definition would be related to different ele­
ments of the scattering matrix. 

5. THE THREE-DIMENSIONAL SCHRODINGER 
EQUATION 

We now consider the three-dimensional Hamil­
tonian 

H = H o + V(x) , (5.1a) 

where x denotes collectively the three Cartesian 
coordinates and 

(5.1b) 

We choose as degeneracy variables for the spec­
trum of the Hamiltonian H ° the angle B which is 
the angle made by the momentum vector with the 
z axis and cp which is the angle made by the pro­
jection of the momentum operator on the x-y plane 
with the x axis. We take 0 ::; B ::; 7r and 0 ::; cp ::; 27r. 

It will also be useful to introduce polar angles 
for the vector x. The angles X and u which give 
the direction of x correspond to fJ and cp, respectively. 

We shall take as the eigenfunctions of H ° 

.f, ( I E B) (E)i (. B)! 1 ,p'X 
'YO X "cp = V2 sm (27r)I e , 

where 

P = (E)f(sin B cos cp, sin B sin cp, cos B). 

(5.2) 

(5.3) 

= 8(E - E')8(fJ - B')~(cp - cpl), 

fa'" dE {r dB to" dcp!/t~(x IE, B, cp) 

X !/to(x' IE, B, cp) = 8(x - x'). 

(5.4a) 

(5.4b) 

Before proceeding further it is useful to recollect 
that the limit of a wave packet of plane waves inte­
grated over all momentum directions is a spherical 
wave as Ixl ~ ex>. 

That is, in the sense of distributions, 

lim e'P'x = 2i7r. [-e'IPIIXI~(B - X) 
Ixl-'" Ipllxl sm B 

X ~(cp - u) + e-,IPIIXI8(B - ~)(cp - If)], (5.5) 

where Band cp are the polar angles of p, X and u are 
the polar angles of x, and ~ and If are the polar 
angles of -x. 

This theorem has frequently been used in dis­
cussions of propagation of light but does not seem 
to have been used too often in quantum mechanical 
discussions. A formal proof of (5.5) is given in 
Part V of Ref. 5. Equation (5.5) is the principal 
reason for the use of boundary condition (1.12) 
in terms of wave packets. In the case of the radial 
equation and the one-dimensional equation, it was 
not necessary to assume as much as (1.12) to ob­
tain if;(x I E, ex) from the boundary condition. 

The integral equations for the eigenfunctions 
!/t,J,(x IE, fJ, cp) are 

!/t,J,(x IE, B, cp) = !/to(x IE, B, cp) 

+ J dx'Gu(x [ x')V(x/)!/t,J,(X' IE, B, cp). (5.6) 

Here 

G,J,E(X I x') = 1 '10, Ipllx-x' I 
47r Ix - x'I e , (5.7) 

where [pi = El. 
On using (2.4), (5.2), (5.5), (5.6), and (5.7), we 

obtain 

lim if;-{x IE, B, cp) = 2 I~ I I 
Ixl-'" 7r X 

X {(Sin
i 

fJ)t [-e,IPIIXI8{fJ - X)8(cp - u) 
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+ e-iIPIIXI0(8 _ ~)o(r,o - 0-)] _ .1 
(sm A)t 

X e"PI1X1[SE(A, cr I 8,10) - O(A - 8)0(cr - r,o)]}, 

(5.8) 

lim I/;+(x IE, 8,10) = 2 t;I I I 
Ixl~o> 7r X 

X tSinI
8)t [_eiIPllxl 0(8 - A)O(r,o - cr) 

+ e-iIPIIXI0(8 _ ~)o(r,o - 0-)] + .1 
(sm ~)I 

X e-iIPIIXI[S:;;I(A, cr I 8,10) - Il(A - cr)o(cr - r,o)]}. 

(5.9) 

Then, on writing 

LA" d8' f'l" dr,o'l/;(x IE, 8', r,o')JL::~ 

X (8', 10' I 8,10) = I/;-(x IE, 8,10), (5.10) 

we let Ixl -7 <Xl. For definiteness we restrict 8 to 
the range 0 :$ 8 :$ !7r. This range of values will be 
sufficient to determine JL::~ uniquely. 

From (1.12), (5.2), (5.5), and (5.8), we obtain 
(after cancelling some common factors) 

ilpllxl -I (" I 8) 1 
-e JL-E ", cr ,10 (sin A)l 

+ -ilplixi -I (" I 8) 1 
e JL-E '" cr ,10 (sin ~i 

= (IPIIXIS (" I 8) 1 -e E 1\, cr ,10 (sin A)t 

+ e-iIPllxI0(8 - ~)o(r,o - 0-) .1. (5.11) 
(sm ~)t 

Since eilpllxl and e-ilPllxl are linearly independent 
we have 

JL:1(A, cr I 8,10) = SE(A, cr I 8, 10), 

JL::1(~, 0- I 8,10) = o(~ - 8)0(0- - 10). (5.12) 

Since A lies in the range 0 :$ A :$ !11", ~ is in the 
range !7r < ~ :$ 7r. We can thus write 

JL::~(8, I" I 8', 10') = l1(h - O)SE(O, I" I 0',10') 

In a similar way we can obtain JL~: 

JL~~(8, I" I 8',10') = 11(!1I" - 8)0(8 - 8')0(10 - 10') 

+ 11(10 - !7r)S:;;I(8, I" I 8',10'). (5.14) 

6. DIRAC'S EQUATION IN THREE DIMENSIONS 

We denote the spinor index which appears in the 
wavefunctions of the Dirac Hamiltonian by w, where 
w = 1, 2, 3, 4. Thus (x, w) is the set of variables 
which describe states in the coordinate repre­
sentation. 

The Dirac Hamiltonian is then written 

H = Ho + Y,.(w I w'), (6.1) 

where 

3 a 
Ho = i t; (Xj(w I w') ax; - m{3(w I w'). (6.2) 

In (6.1), Vx(w I w') are the elements of a Hermitian 
matrix in the variables w which are functions of x 
in such a way that the elements vanish when 
Ixl -7 <Xl. The matrices (X;(w I w') and (3(w I w') are 
the usual Dirac matrices. 

The eigenfunctions of Ho will be denoted by 
1/;0 (x, w I E, 8, 10, T), where E is the eigenvalue of 
HoC - <Xl < E < -m or m < E < <Xl), 8 and I" 

are the polar angles which give the direction of the 
momentum p = (E2 

- m2)f (sin 8 cos 10, sin 8 sin 10, 
cos 8), and T equals 1 if the eigenvalue of the helicity 
is positive and -1 if the eigenvalue is negative. 
The eigenfunctions 1/;0 can be written 

I/;o(x, w IE, 8, 10, T) = (sin 8)' IElt 
ip·x 

X (C - m
2
)ix(w IE, 8,10, T) ~27r)J , (6.3) 

where x(w I E, 8, 10, T) are the spinor coefficients 
which can be chosen t·o satisfy the following ortho­
normality and completeness relations: 

L: x*(w IE, 8,10, T)x(W IE, 8,10, T') = 0"., (6.4a) .. 
L: x*(w IE, 8,10, T)X(W I -E, 8,10, T') = 0, (6.4b) .. 
L: [x(w IE, e, 10, T) , 

X x*(w', E, 0,10, T) + x(w I -E, 0,10, T) 

+ 11(8 - !7r)0(8 - 8')0(10 - 10'), (5.13) X x*(w' I -E, 0,10, T)] = 0.,., .• (6.4c) 

where l1(X) is the Heaviside function defined by 

l1(X) = 1 for x > 0, 

= 0 for x < 0, 

In Eqs. (6.4) the Il function is a Kronecker o. 
The eigenfunctions 1/;0 can then be shown to satisfy 

the following orthonormality and completeness re­
lations: 
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L: J dXIf~(X, w IE, 0, !p, r)lfo(x, w IE', 0', !p', r') 
" 

= aCE - E') a( 0 - 0') a(!p - !p') a ... , (6.590) 

L: J dE dO d!plfo(X, w IE, 0, !p, r) . 
x 1f~(X', w' IE, O,!p, r) = a(x - x')a",,,, .. 

An identity which will prove useful later is 

[Ea",,,,. - L: pjaj(w I w') - mf.J(w I w')] 
j 

(6.5b) 

= 2E L: x(w IE, 0, !p, r)x*(w' IE, 0, !p, r). (6.6) . 
The eigenfunctions If % of H satisfy the integral 

equations 

1f%(X, w IE, 0, !p, r) = lfo(X, w IE, 0, !p, r) 

+ ",~" J dx'G%E(x, w I x', w')V:o:.(w' I w") 

X 1f%(X', w" IE, O,!p, r), 

where the Green's functions G % B are given by 

G%B(X, w I x', w') 

(6.7) 

= [E + Ho][ - exp ie(E)p Ix -; x' IJ. (6.8) 
411' Ix - x I 

In (6.8) the operator Ho acts on the variables x. 
Also p = (E2 

- m2)t. The quantity e(E) equals 1 
for E > m, and e(E) equals -1 for E < -m. 

One can also show that, on using (6.7), (6.8), 
and (6.6) and (2.4a) , 

lim If-(X, w IE, 0, !p, r) = lim lfo(X, w IE, O,!p, r) 
Izl_CI) Ixl-c:O 

i e(E) IElt e,E(B)pi:O:i 

- (211')1 (sin 0')!(E2 
- m2)f Ixi 

X L:x(w IE, O',!p', r')[SE(O',!P', r' 10,!p, r) .' 
(6.9) 

where 

0' = >- 0' = 5-
for E > m, and for E < - m. 

!p' = q 

Also, 

lim 1/1+ (x, w IE, O,!p, r) = lim I/Io(x, w IE, O,!p, r) 
Iz)_co lxi_co 

i e(E) IElt e-·dE)p):O:i 

+ (211')1 (sin O')I(E2 
- m2)f Ixl 

X L: x(w IE, 0', !p', r')[S,;l(O', !p', r' I 0, <p, r) .' 
- a(O - o')a(<p - !p')a ... ], 

where 

(6.10) 

0' = ~ 0' = >-
for E > m, and for E < - m. 

!p' = a- <p' = q 

Also, on using (5.5) and (6.3), 

lim lfo(X, w IE, 0, !p, r) 
Izl_co 

_ i IElt 
- (211')1 (sin oi Ixl (E2 _ m2)t x(w IE, 0, !p, r) 

X [_e,piXi a(O - >-)a(<p - q) 

+ e-ipixi a(O - ~)a(<p - a-)]. (6.11) 

We can obtain p.;~ in much the same way as in 
Sec. 5. 

ForE> m, 

p.:1(0, <p, riO', !p', r') 

= 1](!11' - O)SE(O,!p, riO', <p', r') 

+ 1](0 - !1I')a(0 - O')a(!p - !p')a ... , 

p.~1(o, !p, riO', !p', r') 

= 1](!11' - 0) a( 0 - 0') a(!p - !p') a ... 
+ 1](0 - !1I')S,;1(0,!p, riO', !p', r'). 

ForE < -m, 

p.:1(O,!p, r I O',!p', r') 

= 1](p - o)a(O - o')a(!p - !p')a ... 

+ 1](0 - !1I')SE(0, !p, riO', !p', r'), 

p.~1( 0, <p, riO', !p', r') 

= 1](!11' - 0)8]/(0,!p, riO', !p', r') 

(6.12) 

(6.13) 

(6.14) 

+ 1](0 - p)a(O - O')a(!p - !p')a.... (6.15) 

The techniques for generalizing the J ost functions 
can be extended even further. One could, for ex­
ample, consider the scattering of particles by com­
pound particles. However, we refrain in the present 
paper from carrying out the procedure. 
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